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Editorial 
Das Research Journal for Applied Management (RJAM) stellt auch in der Ausgabe 1/2022 aktuelle 
Ergebnisse aus der praxisorientierten Forschung zu verschiedenen Managementthemen vor. Die Bei-
träge dieser Ausgabe behandeln Forschungsthemen aus den Bereichen Marketing, Customer Lifetime 
Value, Customer Journey Management, Investment-Management und der Analyse von Konsumenten-
präferenzen. 

Sonja Klose und Ngoc Anh Truong untersuchen die Wirksamkeit von In-Game-Werbung in Handy-Spie-
len. Die Ergebnisse dieser Studie geben Antworten auf unentdeckte In-Game-Werbewirksamkeit im 
Mobile-Gaming-Umfeld. Als solches trägt diese wesentlich zum Gesamtbild der Werbung in digitalen 
Spielen bei und kontextualisiert die Verknüpfungen von Markeneinstellung, Markenwert und allgemei-
nem Engagement. 

Ronit Patel, Jens Perret und Eyden Samunderu untersuchen mit dem Datensatz eines repräsentativen 
britischen Einzelhändlers das Phänomen der Klumpenbildung im Kaufverhalten (Clumpiness). Mit einer 
Clusteranalyse werden Kunden mit ähnlichen Verhaltensmerkmalen identifiziert und auf diese Weise 
ein existentes Maß für Klumpenbildung bestätigt. Für dieses Maß wird zusätzlich ein Test konzipiert, 
um gezielt Kunden identifizieren zu können, die von Natur aus ein hohes Potenzial aufweisen, derartige 
Verhaltensweisen an den Tag zu legen. 

Christian Duncker und Jens Perret beschäftigen sich mit den Wechselwirkungen entlang der Customer 
Journey. Die bisher weitgehend getrennt betrachteten Bereiche Customer Journey Management, 
Customer Relationship Management und Customer Experience Management werden dabei zu einem 
umfassenden Framework zusammengefasst. Sie analysieren die Zusammenhänge zwischen den Stufen 
der Customer Journey am Beispiel des Produktbereichs Damenunterwäsche.  

Ob und inwieweit sich aktive Investitionen in Pensionskassen lohnen und wie sich Renditen entwickeln 
können und was Manager daran verdienen, wird von Joshua Traut, Alexander Simonov und Matthias 
Meitner am Beispiel eines konkreten Fonds diskutiert. Diese Inhalte sind insbesondere für die Perfor-
mancebewertung und die Aktiv-Passiv-Debatte zu festverzinslichen Wertpapieren relevant. 

Kai Rommel und Julian Sagebiel schätzen in Ihrem Beitrag die marginale Zahlungsbereitschaft für 
schnelllebige Konsumgüter mit einem Discrete Choice Experiment. Mit den Ergebnissen einer Online-
Befragung in Deutschland ermitteln sie auch die sozioökonomischen Determinanten und leiten aus 
den Ergebnissen Empfehlungen für das Marketing im Einzelhandel ab. 

Herzlich bedanken möchten wir uns bei Gutachterinnen und Gutachter dieser Ausgabe und dem Edi-
torial Board für die inhaltliche Bewertung der eingereichten Beiträge. Auch beim Team der ISM-Bibli-
othek und den Mitarbeiterinnen des Forschungsdekanats möchten wir uns für die erfolgreiche Umset-
zung des Research Journal for Applied Management bedanken. Beim Lesen dieser Ausgabe wünschen 
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wir allen Leserinnen und Lesern viel Spaß und freuen uns über die Einreichung von Beiträgen für die 
nächste Ausgabe des Research Journal for Applied Management. Diese können bei robinson.nit-
tke@ism.de eingereicht werden. Sämtliche Ausgaben des Research Journal for Applied Management 
und der Call for Paper können auf diesem Link heruntergeladen werden: http://ism.de/research/rese-
arch-activities).  
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Editorial 
The Research Journal for Applied Management (RJAM) presents current results from practice-ori-
ented research on various management topics in issue 1/2022. The articles in this issue deal with re-
search topics from the fields of marketing, customer lifetime value, customer journey management, 
investment management and the analysis of consumer preferences.  

Sonja Klose and Ngoc Anh Truong investigate the effectiveness of in-game advertising in mobile 
games. The results of this study provide answers to undiscovered in-game advertising effectiveness in 
the mobile gaming environment. As such, it contributes significantly to the overall picture of advertis-
ing in digital games and contextualizes the links between brand attitude, brand equity and overall en-
gagement.  

Ronit Patel, Jens Perret and Eyden Samunderu use the data set from a representative British retailer 
to investigate the phenomenon of clumpiness in consumers’ buying behaviour. With a cluster analysis, 
customers with similar behavioural characteristics are identified, affirming a respective measure. For 
this measure a test is considered to identify customers who are inherently clumpi in their behaviour.  

Christian Duncker and Jens Perret deal with the interactions along the customer journey. The previ-
ously largely separate areas of customer journey management, customer relationship management 
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and customer experience management are combined to form a comprehensive framework. They ana-
lyse the relations between the different stages of the customer journey using the example of the 
women lingerie.  

Joshua Traut, Alexander Simonov and Matthias Meitner use the example of a specific fund to discuss 
whether and to what extent active investments in pension funds are worthwhile and how returns can 
develop and what managers earn from it. This content is particularly relevant for performance evalu-
ation and the active-liability debate on fixed income securities.  

In their contribution, Kai Rommel and Julian Sagebiel estimate the marginal willingness to pay for fast-
moving consumer goods using a discrete choice experiment. With the results of an online survey in 
Germany, they also determine the socio-economic determinants and derive recommendations for re-
tail marketing from the results. 

 

Editor: Prof. Dr. Ingo Böckenholt (Präsident) 

Editorial Management: Robinson Nittke 

Board of Editors: Dr. Markus B. Hofer (EbelHofer Strategy & Management Consultants GmbH), Prof. 
Dr. Ralf Kreutzer (HWR Berlin), Prof. Dr. Elmar Steurer (FH Neu-Ulm), Prof. Dr. Felix Streitferdt (TH 
Nürnberg), ISM: Prof. Dr. Manfred Bolin, Prof. Dr. Ernst Fahling, Prof. Dr. Silke Finken, Prof. Dr. Mike 
Hammes, Prof. Dr. Otto Jockel, Prof. Dr. Johannes Moskaliuk, Prof. Dr. Klaus Mühlbäck, Dr. Neumair, 
Prof. Dr. Eyden Samunderu, Prof. Dr. Dieter M. Schlesinger, Prof. Dr. Patrick Schmid, Prof. Dr. Michael 
Schmitt, Prof. Dr. Brigitte Spieß, Prof. Dr. Ernestine Schafmann. 

Dortmund, December 2022 
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Klose, Sonja; Truong, Ngoc Anh 

The effectiveness of in-game advertising in mo-
bile games 
 

Highlights 

• In-game advertising can be an alternative to traditional mass media  

• In-game advertising positively influences gamers attitudes towards the ad 

• In-game advertising exerts positive influence on brand equity 

• In-game advertising has a positive impact on brand awareness and brand image 

• In-game advertising positively influences perceived quality and brand loyalty 

Abstract 

Purpose: This study aims to investigate the effectiveness of branding through mobile games with in-
game advertising (IGA). The concept of in-game advertising will be linked with game experience, game 
engagement, brand attitude, and brand equity to demonstrate its effectiveness empirically.  
Design/Methodology/Approach: An online survey is conducted to help collect attitudinal responses 
of gamers about the collaboration between a mobile game and a beverage brand. The conclusion is 
drawn based on hypotheses testing using the Partial Least Squares Structural Equation Modeling (PLS-
SEM) technique.  
Findings: The results show that in-game advertising positively influences player experience and game 
engagement of players as well as brand attitude and brand equity. Further, brand attitude plays an 
important mediating role in the relationship between in-game advertising and brand equity.  
Research implications: In-game advertising is a potential alternative to traditional media. For game 
publishers, in-game advertising can help improve player retention by enhancing the enjoyment, 
hedonism, and realism of their gameplays. For brands, in-game advertising possibly improves brand 
equity by positively influence people's attitude towards the brand.  
Limitations/Future research: The research contains some limitations regarding the scope of the study, 
stimuli selections, and sample size. Researchers can consider some possible directions for their future 
research about in-game advertising, such as examining its influence on gamers' behaviors, 
investigating its influence in different contexts or on different perspectives.  
Originality/Value: The results of this study provide answers to the undiscovered effectiveness of in-
game advertising in mobile game contexts. Thus, it makes a significant contribution to the holistic 
picture of advertising in digital games. 

Keywords: in-game advertising, iga, mobile games, consumer-based brand equity, brand equity, game 
experience, game engagement 
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1 Introduction 
Gaming, and mobile gaming, in particular, has continuously achieved meteoric growth in the past few 
years. While many industries are suffering and struggling to survive the impact of Covid-19, the global 
game market is expected to generate $175.8 billion in 2021 and reach $218.7 billion in 2024 (Newzoo, 
2021) with a Compound Annual Growth Rate (CAGR) of 7.5%. Furthermore, the number of people 
spending time on digital games is also increasing more than ever before with 2.96 billion players world-
wide by the end of 2021, which means more than one-third of the world population was involved in 
digital games at that time (Newzoo, 2021).  

Over the past decade, mobile gaming has dramatically surpassed all other gaming segments to become 
the biggest segment in terms of revenue and players. Market research experts claimed that mobile 
gaming would continue to be the most dominant and fastest-growing game segment in the upcoming 
years. Revenue generated by mobile games was predicted to hit $90.7 billion by the end of 2021, with 
a year-on-year growth of 4.4% (Newzoo, 2021). Furthermore, people's appetite for mobile games is 
also reflected by the fact that mobile E-sports has entered the upper echelon and is expected to take 
over the previously dominated PC market (Wijman, 2021). However, game-based marketing still re-
ceived little attention from marketers despite the fact that it can be an alternative digital marketing 
strategy that offers marketers and advertisers more opportunities to enhance digital consumer expe-
rience or enjoyment (Smith, 2020; Yoon, 2019).  

The most common approach of advertising when it comes to mobile applications is in-app advertising. 
Nevertheless, in-app advertising has always been interruptive in nature, which can in turn spoil the 
user experience (Paddon, 2019). Further, with the decision to grant users the choice to block the Iden-
tifier for Advertisers (IDFA) in the iOS14 update (September 2019), Apple has significantly restricted 
advertisers from tracking user data for customizing in-app ads and measuring advertising effectiveness 
(Emery, 2021). Consequently, many titles that predominantly monetize through in-app ads have been 
severely impacted as their business model relies on these revenue streams as opposed to charging 
users for playing the game (Schöber & Stadtmann 2020). In this context, in-game advertising (IGA) 
appears as a more sophisticated advertising practice because of its strong first-party data pools; 
targeting customers with relevant messages and content can become so much more efficient – without 
relying on identifiers and third-party data (Sondhi 2021). One direction IGA is heading is contextual 
targeting to maintain relevance with customers. Contextual targeting’s ability to connect in a relevant 
way with players based on what they are viewing, versus their personal data, will continue to be a safe 
targeting alternative amid a quickly evolving privacy landscape (Roy 2022). Apart from providing a 
seamless gaming experience to players, IGA also allows titles to swell profit with many collaborative 
opportunities. This practice is especially relevant for games that value user experience and do not ex-
ploit revenue from in-app advertising. For marketers, in-game advertising cannot only promote the 
brand directly to players but also place an indirect effect on millions of E-sports fans or viewers of 
content creation platforms such as Twitch, Facebook streaming, Youtube, or Tiktok (Seo et al., 2018). 
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With these advantages, branding through mobile games with IGA can become a trend in the future. 
However, IGA is still an uncharted territory in both practice and research (Terlutter and Capella, 2013). 
Just a few studies have looked at the impact of IGA on customers in the literature. Further, research 
to date concentrated only on computer and console games. Studies focusing on advertising in mobile 
games have been substantially neglected.  

With the primary purpose of investigating the effectiveness of the branding strategy that leverages 
blended advertisements in mobile games, this paper will attempt to address the following research 
questions using the research model depicted in Figure 1. Firstly, how IGA influences players’ attitudinal 
responses with regard to their game experience, game engagement and brand attitude. Secondly, how 
IGA influences player evaluation towards the integrated brand by examining the players’ responses 
towards brand equity. 

2 Theoretical framework 

2.1 In-game advertising (IGA) 
IGA refers to the incorporation of product or brand images into the digital game environment in either 
a subtle or a prominent manner (Terlutter and Capella, 2013). The most important feature distinguish-
ing in-game ads from in-app ads is that they are not clickable and do not lead users to any landing 
pages or apps outside the current game environment (Yerukhimovich, 2020). IGA can be implemented 
under various forms such as sponsorship deals, real-world analogs, brand placements, branded music 
and sounds, branded characters, and brand-related cheat codes.  

Many advertisers and scholars have expressed confidence in the superiority of IGA compared to other 
advertising media. IGA has the advantage of appearing time, which means players are exposed to 
brand images in the game longer than in typical video commercials (Yang et al., 2006). Moreover, the 
average time that gamers invest in one game title is 30 hours (Nelson et al., 2004), which is much 
longer than in a movie. With the benefit of high replay value, the frequency of advertising repetitions 
in each game session is considerable (Herrewijn and Poels, 2017). Apart from that, IGA possesses an 
outstanding advantage of brand placements that is not disrupting the player's experience, unlike the 
other interruptive advertisements. Moreover, gamers reported that they appreciated the presence of 
authentic brands because they brought a sense of familiarity, added authenticity to the game scenar-
ios, and enhanced the entertainment value (Nelson et al., 2004). Thus, IGA is considered an element 
that offers some added verisimilitude to the virtual environment of games (Thomas and Stammer-
mann, 2007; Nelson et al., 2004). Finally, interactivity is the key characteristic that makes games stand 
out from the traditional means of communication. In games, people can feel, control, and interact with 
a brand (Nelson, 2002). Past studies have discovered that such interactivity has a substantial impact 
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on IGA efficacy (Nelson, 2002) and benefits brand attitude and brand awareness (Escalas, 2004; 
Herrewijn and Poels, 2017).  

Attitude toward ads has been regarded as a standard measure of advertisement effectiveness as it 
determines the consumer's likelihood of considering, committing to, and purchasing a brand (Eastin 
and Lee, 2020). Attitude towards advertisements is also described as an individual's inclination to re-
spond in a favorable or unfavorable way to a particular advertising content (Muehling and Laczniak, 
1988). For years, research has been carried out to examine player attitudes towards ads in general and 
IGA in particular. In a study in 2002, Nelson confirmed that IGA was generally viewed positively by 
gamers. Furthermore, participants in her study also agreed that IGA contributes to the game's realism 
and that they did not find it misleading or invasive. Additionally, people who have a negative attitude 
towards general advertisements seem to present a favorable attitude towards ads purposefully pro-
grammed into games (Molesworth, 2006).  

The effectiveness of IGA on games and integrated brands has been studied for years and has presented 
contradictory results. For example, in an attempt to examine the effectiveness of interactive brand 
placement in an online role-playing game, Reijmersdal et al. (2010) found that children's attitude to-
ward the game is positively affected by interactive brand placements. This finding was contrary to the 
prior research by Mau et al. (2008). When trying to discover the effects of IGA on familiar and unfamil-
iar brands in a first-person shooter game, they surprisingly found that in both cases, IGA negatively 
affects players' attitudes towards the game. The player's attitude towards the game will then corre-
spondingly affect the player's attitude towards the advertised brand. 

2.2 Game Experience  
All famous and successful game titles share a common point: a large player base. A good gaming ex-
perience is an imperative element in convincing players to continue with a game (Choi and Kim, 2004). 
Furthermore, positive emotional experience has been proven to foster player engagement and in-
crease player loyalty (Su et al., 2016). In addition, research by Cheung et al. (2021) suggested that game 
owners are able to strengthen not only loyalty but also in-game purchase intentions by enhancing the 
in-game experience. Reversely, when players' expectations about optimal experience are not fulfilled, 
they can easily surrender, switch to competitions or even boycott the title (Pelsmacker et al., 2019). 
For those reasons, optimizing the player experience is always the top priority of all game companies. 

Lately, gaming experience or player experience (PX) has been widely used in studies about games. It 
refers to the experience that a player has during the process of playing games. Evaluating experience 
entails assessing the user's subjective opinion because it is characterized as personal and subjective 
(Calvillo-Gámez et al., 2010). Pleasure, arousal, and frustration are some of the most common emo-
tions possibly evoked by digital games (Herrewijn and Poels, 2013). However, playing games is ex-
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pected to bring a joyful experience (Calvillo-Gámez et al., 2010). Therefore, game enjoyment is a con-
cept that has received much attention in research and practice to serve the purpose of examining and 
improving the player experience. Enjoyment is also considered as a factor that contributes to the suc-
cess of IGA. In particular, understanding and managing variables that make the game more enjoyable 
would help improve the effectiveness of IGA, which may consequently lead to good sentiments toward 
the integrated brands (Moulard et al., 2019). Most game studies agree that the hedonic aspect of the 
game is an essential factor in determining enjoyment (Moulard et al., 2019). 

Past advertising studies already showed that player experience affects the way people process the in-
game ad. For instance, Coulter (1998) documented that players in high involving and arousing game 
contexts will have lower brand recall and recognition. The positive game experience was presented to 
have a positive influence on brand attitude (Owolabi, 2009), recall of brand (Lee and Sternthal, 1999), 
or IGA effectiveness (Herrewijn and Poels, 2013). However, studies investigating the influence of IGA 
on player experience are still neglected. One of the few studies considering this aspect is Nielsen's 
research stating that IGA barely affects game experience. 82% of the respondents agreed that games 
were exactly as entertaining with advertisements as they were without them, and over 60% felt the 
ads caught their attention, made games more realistic, did not interrupt the game experience, and 
were promoting relevant products (GamesIndustry International, 2008). In terms of attitudes, how-
ever, a study conducted by Kim et al. (2016) found that high prominence ads within mobile games 
produced more negative effects on attitudes toward the game. This study aims to further examine the 
impact of IGA on game experience with the following hypothesis: 

H1: IGA has a positive effect on game experience. 

2.3 Game engagement  
Engagement in digital games is a broad topic that covers a diverse range of studies, including subjective 
experience, physiological responses, motives for playing games, game usage, game market and player 
loyalty, and the impact of game-playing on life satisfaction (Boyle et al., 2012). These categories focus 
on different stages in the engagement process, so the proposed concepts are also very diverse and 
different. Among them, the concept related to the subjective experience of people when playing 
games is most prevalent. However, this study will consider game engagement as the player's commit-
ment to the game. This approach avoids conceptual duplication with game experience and is essential 
in helping game publishers evaluate the effect of IGA on the appealingness of their product. 

Nojima (as cited in Shibuya et al., 2017) suggested that a game service consists of three stages that are 
vital to its success: the hook, retention, and monetization. The hook concerns how the game attracts 
new players and can be measured by individual game download counts (Che and Ip, 2017). Retention 
refers to the ability that the game can keep the player playing continuously (Nojima, as cited in Shibuya 
et al., 2017). Monetization relates to how well the title can generate revenue for game publishers (Che 
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and Ip, 2017). Depending on the characteristics of the game, game publishers will apply different busi-
ness models such as freemium, premium, ad-supported, or hybrid. However, their primary stream of 
revenue is derived from two groups: gamers (via game purchases and in-game goodies purchases) and 
advertisers (via advertisements) (Scolastici and Nolte, 2013).  

It is clear that IGA does not have a direct effect on the download rate of a game because the players 
can only interact with in-game ads after having the game downloaded and experiencing it. Therefore, 
the download rate will not be examined in the latter parts. The effect of IGA on player retention can 
be assessed through mobile game usage in terms of frequency of playing, time, and effort that players 
would invest in the title. There is a commonsense assumption that the more people love playing 
games, the longer they play (Boyle et al., 2012). In addition, the impact of IGA on a game's profitability 
will be evaluated through players' purchase intentions of branded items. Research to date only exam-
ined the influence of well-executed advergames on player experience and future intention to play (Pe-
ter and Leshner, 2013). Studies on such effect of IGA is missing. While the influence of IGA on general 
attitude towards games is still debatable, analyzing its influence on more detailed aspects such as 
player experience, game usage, and purchase intention will provide valuable insights for both research-
ers and practitioners. The hypothesis of IGA influence on game engagement is formulated as follows: 

H2: IGA has a positive influence on game engagement. 

2.4 Brand attitude  
Attitude towards a brand or brand attitude was described as an individual's inclination to respond to 
a particular brand in a favorable or unfavorable way. Consumers tend to purchase items for which they 
have positive sentiments (Muehling and Laczniak, 1988). Studying the influence of IGA on brand atti-
tudes has sparked tremendous attention from the academic community. The influence of IGA on brand 
attitude was investigated with a multitude of approaches, such as attitude towards ads (Mackay et al., 
2009; Nelson et al., 2004), game-product congruity (Peters and Leshner, 2013), placement proximity 
(Peters and Leshner, 2013), ads characteristics and formats (Reijmersdal et al., 2010; Herrewijn and 
Poels, 2017; Herrewijn and Poels, 2018), game difficulty (Herrewijn and Poels, 2013), brand familiarity 
(Mau et al., 2008; Herrewijn and Poels, 2018), and so on. In general, the results of the above studies 
are consistent in presenting a positive effect of IGA on brand attitude. This finding implies that the 
practice of integrating brands in games possibly enables companies to achieve a bifocal goal of acquir-
ing new customers and retaining existing ones. Based on what was discussed, it can be hypothesized 
that: 

H3: IGA has a positive influence on brand attitude. 



Klose, Sonja; Truong, Ngoc Anh   7 

RJAM, 3. (2022), Nr. 1, S. 1-36 

2.5 Brand equity 
David Aaker (1991) definition of brand equity as "a set of brand assets and liabilities linked to a brand, 
its name, and symbol," has gained significant attention from academia. He also mentioned that the set 
consists of brand loyalty, name awareness, perceived quality, brand associations, and other proprie-
tary brand assets that can augment or depreciate the value given by a product or service to a company 
and/or its consumers (Aaker, 1991). Although there are many different views and approaches, brand 
equity is approached based on two main perspectives: financial perspective and consumer-based per-
spective (Kim et al., 2003). In particular, when the financial perspective underlines the "financial value 
that brand equity provides to the firm" (Nguyen et al., 2013), the consumer-based perspective aims 
"to determine how consumers respond to a brand" (Hanaysha et al., 2013). Based on consumer per-
spective, brand equity has been defined by Keller (1993) as "the differential effect of brand knowledge 
on consumer response to the marketing of the brand." Adopting consumer-based brand equity (CBBE) 
in research does not mean recognizing the financial value of a brand is unnecessary, but understanding 
how consumers respond to the company's marketing efforts would provide more practical insights for 
the management board (Faircloth et al., 2001). Thus, the term brand equity used in this study from 
now on will refer to CBBE.  

Simply said, brand equity can be viewed as an individual biased behavior towards an object, and brand 
attitude is his/her summary evaluation of that object (Faircloth et al., 2001). Farquhar (1989), Aaker 
(1991), and Keller (1993) believed that brand equity is positively influenced by favorable brand evalu-
ations or attitudes. However, in an attempt to test these arguments from the above scholars about 
the effect of brand attitude on brand equity, Faircloth et al. (2001) found that brand attitude had no 
direct effect on brand equity. Instead, there is a possibility that brand attitude affected brand equity 
indirectly through brand image (Faircloth et al., 2001). This result may be affected by the author's use 
of purchase intention as a measure of brand equity rather than other common constructs suggested 
by other scholars such as brand awareness, brand image, perceived quality, brand loyalty (Aaker, 1991; 
Keller, 1993; Yoo and Donthu, 2001). Purchase intention is the final purpose of transmitting any mar-
keting efforts (Lee et al., 2017). Nevertheless, the relationship between brand attitude and purchase 
intention is not always clear (Spears and Singh, 2004). For that reason, this research will measure brand 
equity as a multidimensional construct that consists of brand awareness, brand image, perceived qual-
ity, and brand loyalty. 

2.6 Brand Awareness  
Among the studies on the influence of IGA on gamer's evaluations, the number of studies focusing on 
brand awareness outnumbers the others. Brand awareness is defined as consumers' ability to recall or 
recognize a brand under different circumstances (Keller, 2013). Similar to brand placements in televi-
sion and movies, one of IGA's objectives is to enhance brand familiarity within the target audience so 



8  Klose, Sonja; Truong, Ngoc Anh 

RJAM, 3. (2022), Nr. 1, S. 1-36 

that they will be more likely to remember it (Nelson, 2002). In the context of IGA, studies often exam-
ine the IGA's effect on brand awareness under three primary constructs: brand recognition, brand re-
call, and brand memory. Assessing the effect of IGA on brand memory is also relevant because recog-
nition and recall of a brand occur as a result of storing and retrieving data in one's memory (Johnstone 
and Dodd, 2000). For instance, Yang et al. (2006) confirmed the influence of IGA on brand memory by 
comparing the ability to complete the word-fragment test about the brand's names between people 
playing a soccer game, racing game, and not playing any games. On the other hand, when exploring 
the player's ability to recall brand under different settings, Nelson (2002) found that the game players 
are able to recall brands in both short- (25 - 30% of the brands) and long-term (10 - 15% of the brands). 
This is also true for those who played the game for the first time and in a short period. Consistent with 
Nelson's study, the research of Mackay et al. (2009) and Herrewijn and Poels (2017) also agreed that 
engaging with a brand while playing a game improves one's ability to recall and recognize that brand 
when requested.  

However, a project by Chaney et al. (2004) demonstrated a fairly low recall rate among their respond-
ents (5 - 20% of people can recall). This result can be explained by a model of Lang (2009) called LC4MP 
or the Limited Capacity Model of Motivated Mediated Message Processing. This model contends that 
a person's capacity to comprehend information is limited because he/she only has access to a finite 
pool of cognitive resources at a time (Lang, 2009). This model suggests a significant implication for 
studying the impact of IGA on brand awareness. In a digital game environment, players are often over-
whelmed with a plethora of tasks and stimuli that simultaneously vie for their attention. Obviously, 
players usually dedicate their cognitive resources to activities that are most important to them (i.e., 
enjoy the gameplay, control the characters, etc.), namely their primary task. Hence, getting a brand 
recognized and stored in mind is not easy in such an engrossing gaming context. Given these conflicting 
findings, it is interesting to extend the study of such an influence of IGA on brand perception in a mobile 
game context. 

2.7 Brand Image  
Brand image is a customer's impression about the brand and is reflected by a set of brand associations 
that they stored in mind (Aaker, 1991; Keller, 1993). A brand association is anything linked to a brand 
that stays in one's memory, such as brand attributes (price information, packaging, etc.), brand bene-
fits (functional benefits, experiential benefits, and symbolic benefits), and brand attitudes (as de-
scribed in the above section) (Aaker, 1991; Keller, 1993). The reason for including brand image as a 
component of brand equity arises from its important role in determining the differential reaction that 
creates brand value (Kim et al., 2003). Further, a strong brand image will support a brand positioning 
in creating a competitively attractive position (Aaker, 1991).  
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The number of studies exploring the effect of brand placement in general and IGA in particular on 
brand image is significantly scarce. However, researching in the context of television brand placement, 
Reijmersdal et al. (2007) found that placing a branded item in a television program can have an influ-
ence on that brand's image. In addition, the level of influence depends on the frequency of brand 
exposure. In line with this finding, a study by Reijmersdal et al. (2010) showed that interactive brand 
placement in an online game resulted in more positive attitudes toward the game, higher top of mind 
awareness of the brand, more positive brand images, and more favorable behavioral intentions.  

2.8 Perceived Quality 
Perceived quality is the perception of customers about the overall quality of products or services of a 
brand without any knowledge of detailed information. A brand that achieved a satisfactory level of 
perceived quality will have an advantage over its competitors, especially when consumers do not have 
enough motivation or are not able to search and compare alternatives (Aaker, 1991). More specific, 
perceived quality is a factor that has a significant impact on consumers' purchasing decisions. Thus, 
high perceived quality is a sign of effective marketing and advertising practices (Aaker, 1991). 

Similar to the case of brand image, research focusing on perceived quality in the IGA context is sparse. 
With an intention to examine the influence of IGA on brand equity, Yang et al. (2015) inspected IGA 
influence on perceived quality as one of four brand equity dimensions, together with brand awareness, 
brand association, and brand loyalty. By comparing the outcomes of two groups of people playing a 
game on a social network with IGA and without IGA, the authors validated the consequential impact 
of IGA on perceived quality.  

2.9 Brand Loyalty 

Brand loyalty is a consistent and robust commitment to purchase or repatronize a product or service 
that belongs to a preferred brand in the future (Oliver, 1997). It can be said that brand loyalty makes 
customers refuse to switch to other competing brands under situations such as price changed or prod-
uct features changed, thereby increasing brand equity (Aaker, 1991; Yoo et al., 2000). Moreover, ex-
isting customers may support in acquiring new ones by recommending a brand to friends and family 
(Bobâlcă et al. 2012). In addition, brand loyalty can help companies predict future revenue streams 
based on habitual buyers and thus can be a measure of future profitability and a brand's success 
(Aaker, 1996). However, unlike the other dimensions of brand equity, brand loyalty is qualitatively 
distinct because of its close link to consumer's use experience. While brand awareness, brand image, 
and perceived quality of a brand are the dimensions that customers can roughly evaluate from the 
very first encounter, brand loyalty is impossible to achieve without prior use experience (Aaker, 1991).  

Although the literature has presented that brand loyalty cannot occur when customers have not 
bought and used the brand's products, many studies from various areas have indicated that a positive 
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attitude towards a brand can exert an influence on brand loyalty (Liu et al., 2012; Krystallis and Chryso-
chou, 2014; Bozbay et al., 2018). Attitude towards a brand can be developed not only from cumulative 
gratification during usage occasions (Oliver, 1997) but also from evaluations towards brand associa-
tions (such as symbols, slogans, or advertisements, etc.) (Aaker, 1991), which do not necessarily hap-
pen during the usage phases of the products. Analyzing brand attitude and brand loyalty from this 
perspective has a special significance for research about IGA because it will help evaluate the effec-
tiveness of the practice on current customers but also on potential customers who have not had any 
prior experience with the integrated brands. Unfortunately, research investigating the influence of IGA 
on brand loyalty is also lacking attention. Yang et al.'s (2015) study is one of the few studies that take 
brand loyalty into account when investigating IGA's efficacy. However, the results show that IGA has 
no positive effect on brand loyalty. 

Upon the review of past research, it appears that there is a lack of investigation on the influence of 
IGA on brand equity as a whole, whereas the influence of IGA on partial constructs of brand equity 
such as brand awareness has been investigated (Yang et al., 2006; Herrewijn and Poels, 2018; Chaney 
et al., 2018). However, as evidence from literature specifies that IGA positively influences player's at-
titudes towards advertised brands and brand attitudes can influence brand equity in a favorable man-
ner, it is expected that brand attitude will play a mediating role in the relationship between IGA and 
brand equity. Mediation occurs when the effect of the independent variable on the dependent variable 
is transmitted via an intermediate variable or mediator. We propose IGA to have a direct effect on 
brand equity as well as an indirect one via brand attitude as the mediator which will add up to a total 
effect, represented by the sum of indirect and direct effects. 

Hence, the fourth and fifth hypotheses are proposed as follows: 

H4: Brand attitude has a positive influence on brand equity. 

H5: Brand attitude has a mediating effect on the relationship between IGA and brand equity.  
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Figure 1: Research model  
Source:  own illustration 

3 Methodology 
The current study is exploratory research since it seeks to explore the influences of IGA on player ex-
perience, game usage, in-game purchase intention, brand attitude, as well as brand equity, particularly 
in the mobile game context. Because the main idea is to provide insights from the customer perspec-
tive, a quantitative survey approach was employed to collect gamers' opinions. The collaboration 
between PlayerUnknown's Battlegrounds Mobile (PUBGM) and Mountain Dew (Mtn Dew) was used 
as the stimulus for the empirical research. Mountain Dew is a global soft drink brand under PepsiCo 
Inc. (Mountain Dew n. d.). Games have been an integral part of Mountain Dew's marketing strategy 
since they recognized the need to consume caffeinated drinks to replenish the energy of gamers who 
are gaming throughout the night (Gamefuel 2022, Hitt 2020). Within the PUBGM-collaboration, the 
campaign "Do the Dew" was launched with several events both inside and outside the game. By col-
lecting the Mountain Dew cans at virtual Mountain Dew vending machines, players could redeem in-
game goodies such as branded t-shirts, branded parachutes, coupons, and an amount of in-game cur-
rency (Sengupta, 2020). Before the "Do the Dew" campaign, Mountain Dew used to be the platinum 
sponsor of the PUBG Mobile Pro League South Asia 06/2020 and later continued sponsoring for PUBG 
Mobile Global Championship 11/2020 (Ahmed 2020). 

3.1 Research design 
A questionnaire was developed to collect primary data directly from PUBGM players (see Appendix A). 
After consenting to the privacy declaration and accepting to participate, the respondents were di-
rected to the demographic part with four questions about their nationalities, genders, age ranges, and 
current employment status. After completing the question about prior brand knowledge, participants 
were moved to the next part with information about PUBGM and Mountain Dew's collaboration. The 
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event was described concisely with text and illustration images. This part is necessary as it is intended 
to remind gamers who have participated in the event and supplement information for gamers who 
started playing the game after the event. Subsequently, participants were forwarded to more in-depth 
questions about their attitudes towards the game and the brand. The promotion of Mountain Dew in 
the game was done in a subtle and complex way through an in-game event containing branded items, 
in-game props, and a variety of interactive activities to foster player engagement. For that reason, 
player's responses towards IGA will be referred to their evaluation towards this in-game event. In order 
to build an effective survey, the questions were mainly created utilizing pre-existing scales.  

3.2 Measurements 
In-game advertising (IGA): Player attitude towards IGA was measured using the Personal Involvement 
Inventory (PII) developed by Zaichkowsky (1994). PII is a tool used to measure “A person’s perceived 
relevance of the advertisement based on inherent needs, values, and interests” (Zaichkowsky 1994) 
and is applicable for all types of advertisements. PII covers both affective and cognitive involvement. 
Affective involvement is a term used to describe an individual's feelings and achievements of particular 
emotional states. Cognitive involvement addresses the utilitarian motive and can be understood as 
"the degree of personal relevance of message contents or issue" (Zaichkowsky, 1994). The scale con-
sists of 10 items which can be grouped as follows: interesting, appealing, fascinating, exciting and in-
volving represent the affective involvement according to Zaichkowski (1994), and important, relevant, 
valuable, means a lot to me and needed might be described as more rational or cognitive in nature. 
Zaichkowsky (1994) suggests the scale might be divided into two subscales. In order to ensure the 
compactness and efficiency of this study’s questionnaire, only five out of the ten items from Zaichkow-
sky's (1994) scale were adopted, representing the affective as well as the cognitive aspect. Participants 
replied on a semantic differential scale as follows: unexciting/exciting, unappealing/appealing, irrele-
vant/relevant, unimportant/important, not needed/needed. 

Except for the independent variable, all dependent variables were measured using a 5-point Likert 
scale, ranging from strongly disagree to strongly agree.  

Game Experience (GE): Since there were no suitable scales available for measuring this variable, the 
items were built based on the objective of measuring customers' consensus toward their overall expe-
rience. Hedonism is a crucial factor determining player enjoyment. Therefore, one question about 
IGA's ability to improve the hedonism of the game is also included. Eventually, PUBGM is a highly ap-
preciated and popular game because of the realistic combat experience it brings to players. Thus, the 
final item was developed to examine whether IGA contributes to the verisimilitude of the game.  

Game engagement (EN): This variable was measured by four items, of which three items belong to 
game usage, and one is for in-game purchase intention. The first item is intended to explore if players 
are willing to spend more time playing PUBGM during this event. Along with the duration of play, the 
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frequency of play also reflects the effectiveness of customer retention. Thus, the second item meas-
uring the effect of IGA on the frequency of playing the game was added. The third item examines the 
impact of IGA on player engagement by seeing how much more effort players make to win event re-
wards. Finally, appealing branded items can generate revenue for the game publisher. The last ques-
tion will inspect player's purchase intention towards these items. 

Brand attitude (BA): Three items were used to measure player attitude towards the brand Mountain 
Dew. The first item was adapted from the 7-point bipolar scale of Fishbein and Ajzen (as cited in 
Muehling and Laczniak, 1988), which is "My attitude toward the brand X is negative/positive." The 
second item was inspired by Yoo and Donthu (2001), who measure brand attitude on a 5-point bipolar 
scale with "extremely likable" and "extremely unlikable." The last item was inherited from the scale of 
Sengupta and Johar (2002), which is "My opinion of X is very favorable." 

In order to measure consumer-based brand equity, dimensions from different scales were selected 
according to the study context and then united. However, there are still certain inconsistencies when 
applying widely accepted scales to the survey. For instance, it makes no sense to ask someone who 
has zero prior knowledge about Mountain Dew whether he or she considers himself/herself to be loyal 
to Mountain Dew. Therefore, some items were removed, modified, and added to the survey. 

Brand equity (BE): As mentioned before, this research will measure brand equity as a multidimensional 
construct that consists of brand awareness, brand image, perceived quality, and brand loyalty. 

Brand awareness (AW): Two items developed by Yoo and Donthu (2001) were used to measure this 
variable, including "I can recognize Mountain Dew among other competing brands" and "I am aware 
of Mountain Dew," respectively.  

Brand image (BI): Since brand image was established from a set of brand associations, Yoo and Don-
thu's (2001) scale for measuring brand association was employed to measure this variable. Players 
were asked to what extent do they agree with the three following statements: "Some characteristics 
of Mountain Dew come to my mind quickly," "I can quickly recall the symbol or logo of Mountain Dew," 
and "I have difficulty in imagining Mountain Dew in my mind." The last item is reverse scored.  

Perceived quality (PQ): Three items were used to measure players' perception of the quality of Moun-
tain Dew soda drink. Two first items were adopted from the scale of Yoo and Donthu (2001) with minor 
adjustments to fit with the context of the survey. The last item was added to measure the perceived 
quality of Mountain Dew in comparison with other soft drinks.  

Brand loyalty (BL): Brand loyalty was measured using four items. The first item stems from the action 
loyalty scale of Bobâlcă et al. (2012) which in turn is based on the scale of Zeithaml, Berry and Par-
asuraman (1996). It asks how likely it is that the customers recommend this brand to their friends. The 
second item was selected from Yoo and Donthu's (2001) scale to ask participants whether they would 
consider Mountain Dew as their first choice when looking for a soft drink. The third item was also 
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adopted from Yoo and Donthu's (2001) scale to examine the priority choice of gamers. Finally, the last 
item was developed to gain insights into the customer's possibility of choosing Mountain Dew instead 
of a similar product. 

3.3 Data Collection  
The survey is limited to PUBGM players only because players who have a good understanding of 
PUBGM will be able to recall or imagine how the brand is promoted more clearly than those who have 
never played. Furthermore, the purpose of this study was to explore the impact of IGA on gamers in 
general, so it is unnecessary to include subjects who shared other specific similarities.  

The questionnaire was administrated in two versions, including the Vietnamese version for Vietnam-
ese gamers and the English version for global gamers. The survey was conducted online, using Google 
Forms and distributed directly in-game as well as via gaming platforms such as PUBGM Facebook 
groups and Discord communities with a total of 20 public posts across 19 communities. The survey 
finished with 330 participants, of which 10.3% are international players and the remaining 89.7% are 
Vietnamese players. Among 330 participants, it is clear that male players still make up the majority 
with 56.7 %, followed by female players with 39.7%, LGBT 2.7%, and about 0.9% do not want to men-
tion their gender. In terms of age, the majority of players are Gen Z (people born from 1995 - 2010) 
with approximately 89.4%. Besides, millennials are made up of 10.3%, and 0.3% are Gen Xers (Francis 
and Hoefel, 2018). Students account for the vast majority of respondents with 69.1% and follow by 
employees with 21.5%. In addition, the data also shows that the majority of participants are veteran 
gamers who have been with the game for more than one year (83%). Their gaming frequency is also 
very intensive, with 76.1% playing on a daily basis. Based on the data, it can be inferred that Mountain 
Dew is a well-known brand among the participants since 72.7% of people already knew the brand. 
More details about sample demographics can be found in Table 1. 

Table 1: Sample demographics 
 

Sample size = 330 Number Percentage 

Gender     

  Male 187 56.7% 

  Female 131 39.7% 

  LGBT 9 2.7% 

  Prefer not to say 3 0.9% 

Age       

  Under 18  86 26.1% 

  18 - 25 209 63.3% 

  26 - 40 34 10.3% 
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  41 - 60 1 0.3% 

  Above 60 0 0.0% 

Status of employment     

  Student 228 69.1% 

  Employee 71 21.5% 

  Unemployed 16 4.8% 

  Entrepreneur/Self-employed 14 4.2% 

  Retired 1 0.3% 

  Other 0 0.0% 

Nationality     

  Vietnamese 296 89.7% 

  Other nationalities 34 10.3% 

Know Mountain Dew     

  Yes 240 72.7% 

  No 90 27.3% 

Playing PUBGM for     

  Less than 1 week 7 2.1% 

  Less than 1 month 7 2.1% 

  1 - 6 months 20 6.1% 

  6 months - 1 year 22 6.7% 

  More than 1 year 274 83.0% 

Frequency of playing PUBGM     

  Less than 1 time a month 11 3.3% 

  1 - 3 times per month 19 5.8% 

  Once a week 8 2.4% 

  2 - 5 times per week 41 12.4% 

  Everyday 251 76.1% 

Source:  own table 

4 Results 
All hypotheses in the research model were examined using the Partial Least Squares Structural Equa-
tion Modeling (PLS-SEM) technique. The procedure of evaluating PLS-SEM results consists of two main 
parts, namely, examining the measurement models and assessing the structural models. Examining 
the measurement model includes examining the indicator loadings, internal consistency reliability, 
convergent and discriminant validity of each construct (Garson, 2016; Hair et al., 2019). Assessing 
structural model entails multicollinearity, the coefficient of determination (R2), and structural path co-
efficients (Garson, 2016). 
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In the reflective model, the focus is on outer model loadings instead of outer model weights, and the 
acceptable loadings range is from 0.708 to 1 (Garson, 2016). The analyzed result showed that all items 
have sufficient loadings except BI3 (=-0.538) (see Appendix B). A possible reason for that might be the 
reversed scoring of this single item. BI3 was thus removed from the data set. Next, the reliability of 
scales was examined by Cronbach’s alpha and composite reliability. Because measuring items were 
inherited and combined from different existing scales or developed based on literature review, these 
indices will help ensure the reliability of the new scales by eliminating inconsonant items. Cronbach’s 
alpha is a statistic used to measure the internal consistency of all observable items within a construct 
(Taber, 2018). Composite reliability is an alternative to Cronbach’s alpha and is favored by academics 
in PLS-based research. Generally, the acceptable values of Cronbach’s alpha and composite reliability 
are greater than 0.7 (Nunnally and Bernstein, 1994; Taber, 2018; Garson, 2016). Accordingly, the scales 
of all variables fulfilled the requirements. The summary of construct measurements is shown in Table 
2. 

Table 2: Construct measurement summary 
 

Variable Item Loadings Composite Reliabi-
lity 

Cronbach's al-
pha 

AVE 

IGA 

IGA1 0.875 

0.942 0.923 0.765 

IGA2 0.890 

IGA3 0.874 

IGA4 0.880 

IGA5 0.854 

GE 

GE1 0.887 

0.895 0.825 0.739 GE2 0.874 

GE3 0.817 

EN 

EN1 0.925 

0.920 0.883 0.743 
EN2 0.916 

EN3 0.785 

EN4 0.812 

BA 

BA1 0.925 

0.943 0.909 0.846 BA2 0.924 

BA3 0.910 

BE 

  

0.950 0.942 0.635 

AW1 0.737 

AW2 0.705 

BI1 0.761 

BI2 0.745 

BL1 0.851 
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BL2 0.872 

BL3 0.856 

BL4 0.796 

PQ1 0.789 

PQ2 0.791 
 PQ3 0.844    

Source:  own table 

In addition to the construct reliability, the result of the PLS algorithm also allowed for checking the 
construct validity with average variance extracted (AVE) and discriminant validity. All constructs in the 
research model have AVE values that exceeded the requirement of 0.5, implying that factors can ex-
plain more than half the variance of their respective indicators (Garson, 2016). Discriminant validity in 
SmartPLS was assessed using three indicators: the Fornell-Larcker criterion, cross-loading, and Hetero-
trait-Monotrait (HTMT) ratio (see Appendix B). Although satisfying most of the requirements for dis-
criminant validity, the HTMT ratio of GE and EN (=0.92) is higher than the cutoff of 0.90 (Gold et al., 
2001; Henseler et al., 2015). However, the requirement of an HTMT ratio for a well-fit model is below 
1.0 (Garson, 2016); thus, none of the constructs was changed. 

After ensuring the measurement model fulfilled expectations, it was proceeded with assessing the 
structural model. In the reflective model, variance inflation factors (VIF) are presented by the “Inner 
VIF Values” and should not be higher than 4.0 (Garson, 2016). Therefore, it can be concluded that there 
is no collinearity in the current model because the VIF only reached values between 1.000 and 1.341 
(see Appendix). 



18  Klose, Sonja; Truong, Ngoc Anh 

RJAM, 3. (2022), Nr. 1, S. 1-36 

 
Inner model: Path coefficients; Outer model: Outer loadings; Constructs: R square adjusted 

Figure 2: Structural equation model 
Source:  own illustration 

The coefficient of determination (R2) is a measure of the fit of the linear model. As shown in Figure 2, 
IGA can explain 35%, 36.4%, and 23.6% of GE, EN, and BA variance, respectively. Similarly, 70.6% of 
the variance in BE is explained by IGA and BA. The explanatory powers of independent variables are 
considered substantial, moderate, and weak if R2 values are 0.75, 0.50, and 0.25 respectively (Hair et 
al., 2019). 

Table 3: Summary of path coefficients and hypotheses evaluation 
Hypotheses Original Sample (O) P Values Result 

H1: IGA -> GE 0.593 0.000 Preliminary not rejected 

H2: IGA -> EN 0.605 0.000 Preliminary not rejected 
H3: IGA -> BA 0.489 0.000 Preliminary not rejected 

H4: BA_ -> BE 0.761 0.000 Preliminary not rejected 

H5: IGA -> BA -> BE 0.372 0.000 Preliminary not rejected 
Source:  own table 

Before examining the structural path coefficients, bootstrapping technique was executed with 1,000 
subsamples. Results in Table 3 demonstrate the direct effects of independent variables on endogenous 
variables. Accordingly, IGA exerted the most potent effect on EN (=0.605), followed by GE (=0.593) and 
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BA (=0.489). Similarly, BA exerted a significant influence on BE (=0.761). With significance levels of 
0.000 (smaller than the threshold of 0.05) (Garson, 2016), none of the hypotheses H1, H2, H3, and H4 
were preliminarily rejected. It is noticeable that IGA can have a slight direct effect on BE (=0.144). The 
analysis also calculated the indirect effect of IGA on BE through BA by multiplying the path coefficient 
of IGA -> BA (=0.489) with the path coefficient of BA -> BE (=0.761). As a result, the indirect effect of 
IGA -> BA -> BE has a value of 0.372 and is statistically significant with a p-value of 0.000. The direct 
and indirect effects of IGA on BE together made up a considerable total effect of IGA on BE (=0.516). 
Explicitly, most of the IGA’s influence on BE is achieved through BA. Thus, the hypothesis about the 
mediating role of BA in H5 is also supported.  

Further in-depth analysis of the impact of IGA and BA on each brand equity's dimension was also car-
ried out with a similar process of accessing measurement model and structural model. All loadings vary 
from 0.785 to 0.954, fulfilled the requirement of minimum loadings of 0.708. The reliability and validity 
of each dimension also satisfied the approval criteria. Furthermore, no multicollinearity was detected 
in this analysis, with all VIF values smaller than 4.0. (see Appendix C). In regard to the influence of IGA 
on each dimension, the result indicated that IGA does not have any direct effect on PQ (=0.062), AW 
(=-0.048), and BI (=0.055) with p-values greater than 5%. However, IGA was demonstrated to have a 
moderate direct influence on BL (=0.281; p-value = 0.000). In contrast, the influence of BA on all di-
mensions of BE is explicitly confirmed with appropriate significance levels of all path coefficients. More 
specifically, BA exerted a substantial influence on PQ (=0.757). The influence of BA on other dimensions 
is slightly weaker but still can be considered significant (AW=0.699; BI=0.645; BL=0.599). Besides test-
ing for direct effects, bootstrapping results also examined the indirect effects of IGA on four dimen-
sions of brand equity. In general, all influences are statistically relevant with significant values of 0.000. 
Therefore, although there is no direct effect, the total effect of IGA on brand equity's dimensions is 
considerable, especially on BL (=0.573).  

Table 4: Summary of control factors’ influences 

Variable IGA GE EN BA PQ AW BI BL BE 

Nationality   ✓ ✓ ✓ ✓ ✓     ✓ 

Brand knowledge           ✓ ✓   ✓ 

Gender               ✓   

Age                   

Employment Stt ✓                 

Playing period                   

Playing frequency ✓   ✓   ✓         

Source:  own table 
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In addition to examining the impact of IGA on gamers' evaluation towards PUBGM and Mountain Dew, 
the influence of control factors on the outcomes was also tested by the independent sample t-test and 
one-way ANOVA (ANOVA). 

In sum, there is no discrepancy in people’s evaluations towards the game and advertised brand be-
tween different age groups and between individuals who have started playing the game for a long or 
short period of time. On the other side of the spectrum, the opinions of players from Vietnam and 
players from other countries are different in the majority of aspects, except in IGA and BL. In all cases, 
Vietnamese players tended to show a more positive attitude than players from other nationalities. 
Especially, while Vietnamese players seemed to agree that IGA helps improve their gaming experience 
(Mean=3.730), the other players slightly disagreed (Mean=2.941). 

It is also worth noting that prior knowledge of the advertised brand leads to more favorable attitudes 
towards BE, particularly in AW, BI. Additionally, the more frequently people play PUBGM, the higher 
level of involvement with IGA they held. Among five levels of playing frequency, people playing the 
game on a daily basis tended to engage with the game more than people who play the game occasion-
ally. Their perception of the quality of the integrated product is also more favorable. Besides, gender 
differences also lead to differences in evaluations towards BL. In particular, male gamers show a 
slightly higher loyalty to the advertised brand than female gamers. Finally, a difference in the mean of 
IGA between students and self-employed people was also reported. Entrepreneur and self-employed 
people expressed a higher level of involvement with IGA than students did.  

5 Discussion 
The results of this study demonstrate that IGA has a positive influence on player experience, player 
engagement, brand attitude, and brand equity. In addition, statistical evidence from the analysis also 
supports that brand attitude plays a crucial mediating role in the influence of IGA on brand equity. This 
study successfully provided answers to the research questions raised at the beginning. In a nutshell, 
IGA positively affects games and promoted brands, thus bringing mutual advantages to game publish-
ers, brands, as well as players.  

5.1 Advantages for game publishers 
For game publishers, positive responses to advertising are seen as a very beneficial token. An exem-
plary implementation of a few "pioneer" ads will be a preliminary to persuade potential clients to in-
vest in more IGA campaigns even with a grander scale. Consequently, game companies can expect a 
growing revenue stream from IGA to help them subsidize marketing costs, reinvest in game develop-
ment to improve user experience, expand the user base, increase retention, and drive more in-game 
purchases (Herrewijn and Poel, 2014). 
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Although proven to be effective, it should be noted that the outcomes of the execution depend on 
several other factors. Importantly, while the evidence that incorporating real-life brands allows for 
greater immersion into a more realistic game world is undeniable, realism is not appreciated in fantasy 
games (Poels et al., 2013). Thus, optimizing IGA for fantasy games is a challenging task that needs 
further consideration by academics and practitioners to ensure that the inconsistency between game 
environment and ads which tends to ruin player experience cannot occur. In sum, it is vital for game 
developers to design and implement ads carefully, meticulously, and creatively. Additionally, keeping 
track of the gamer's feedback towards executed IGA is also an important task that can help generate 
many valuable insights for future improvements.  

5.2 Advantages for Brands 
For brands, IGA can be seen as a new approach with many exceptional advantages. The vivid and in-
teractive nature of IGA allows customers not only to see but also to interact with the brand or product 
in their gameplays, thereby provoking their affection for the brand as well as help them remember it 
easily (Herrewijn and Poel, 2014). The placement of the product and brand in games influences cus-
tomer's assessment of its quality. Therefore, brands should find ways to present the product's features 
tactfully and let customers experience it through interaction. Doing this can further strengthen cus-
tomer trust and perception of the brand. Mau et al. (2010) also found that game outcomes will influ-
ence player evaluations towards the integrated brand. Therefore, to minimize the detrimental impacts 
of bad gaming outcomes, branded items could be used as an enabler to help players overcome chal-
lenges and win the game more easily. 

Attesting to the positive influence of IGA on brand attitude reinforced the findings of previous studies. 
Players' attitudes towards the promoted brand were relatively consistent across different subject 
groups except nationality. As this study used a single brand as a research stimulus, some effects such 
as product/brand differences, congruity between product/brand and the game were omitted. How-
ever, integrating a brand into a gaming environment requires these considerations to achieve the op-
timal level of affection which can, in turn, prompt beneficial consumer behavior or enhance brand 
equity (Nelson et al., 2004). Reijmersdal et al. (2010) and Herrewijn and Poel (2018) discovered that 
brands that were integrated in an interactive way attained a higher favorite level compared to brands 
that were integrated passively. It was also proven that player's attitudes towards embedded brands 
would be positive in positive game contexts and vice versa (Yoo and Eastin, 2017). Although determin-
ing the congruity between a title and a brand is not an easy task, it is critical since many studies con-
firmed that game-product congruity positively affects people's attitudes towards the brand. Reversely, 
the perceived incongruity between game and brand will lead to negative responses (Lee and Faber, 
2007; Peters and Leshner, 2013). Finally, Mau et al. (2008) presented a surprising finding that IGA did 
not benefit familiar brands. In their research, players showed a favorable inclination towards unfamil-
iar brands, but their opinions towards familiar brands deteriorate. Another research by Yang et al. 
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(2015) also highlighted a similar finding that the lower the level of brand familiarity, the greater the 
effect of IGA; on the other hand, the higher the level of brand familiarity, the smaller the influence of 
IGA.  

5.3 Advantages for players 
The reasons people play games are to escape reality, relieve boredom, reduce pressure, and generally 
to have fun (Youn and Lee, 2003). When an individual is immersed in a digital world with a high feeling 
of presence, they will experience a more significant impact of the events in that world, including the 
influence of any persuasive message (Herrewijn and Poel, 2014). In this study, IGA was displayed to 
have a positive effect on player experience by enhancing hedonism and adding a touch of reality to 
the game environment. IGA is also a kind of non-disruptive advertising as it goes with the flow of the 
gameplays, so game developers can leverage IGA as a tactic for bringing players a refreshing experi-
ence. 

Evidence from the analysis also proved that IGA helps improve the appealingness of games by posi-
tively influencing the players' commitments to the title they play. According to Lucas and Sherry (2004), 
the top-rated motivation for playing a game is challenge. By creating novel challenges and rewarding 
with in-game goodies, the ads implemented in the form of short-term events successfully triggered 
players' ambition to receive rewards by accomplishing all event-related tasks. It also, in turn, galva-
nized players to spend more time as well as to play the game with higher frequency. Although a previ-
ous study indicated that virtual rewards and perceived playfulness are the drivers of in-game purchase 
intention (Cheung et al., 2021), the result of this study showed that the majority of players were not 
willing to pay for a branded item. Purchase intention, however, is a complicated behavior that needs 
both ability and motivation (Balakrishnan and Griffiths, 2018). Purchase of virtual items in-game is 
predicted by aesthetic design, sense of authenticity (Wu and Hsu, 2018), competitive price, and game 
loyalty (Cheung et al., 2021). Therefore, a possible explanation for this could be that a player's pur-
chasing decision is more determined by other factors rather than the influence of IGA.  

In the current study, players expressed a relatively high involvement with IGA. It suggested that they 
found the practice is interesting, appealing, relevant, important, and needed. It can be inferred that 
the attitude of players towards the advertisements is positive since the involvement was assessed un-
der both affective and cognitive angles. The result also revealed that the more frequently people play 
the game, the more favorable their attitude towards IGA will be. These findings are in line with previ-
ous studies (Nelson, 2002; Poels et al., 2013) in proving that IGA could be a promising alternative to 
traditional mass media advertising.  
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6 Conclusions and outlook 
As one of the few studies that investigated the impact of IGA on brand equity, this study demonstrated 
that IGA could exert a moderate influence on brand equity as well as its dimensions. However, it should 
be noted that the direct effect of IGA on brand equity is very fair. IGA's influence on brand equity is 
mainly achieved through brand attitude. The more the players are involved with IGA, the more favor-
able their attitude towards the brand will be, and thus a company’s brand equity can be improved. 
Likewise, IGA not only helps the brand strengthen its brand awareness and makes the brand image 
stay in the customer's mind but also helps potential customers appreciate product quality. Despite the 
fact that brand loyalty is a challenging aspect to assess when prior usage experience is not guaranteed, 
it was also positively influenced by IGA. It is worth mentioning that prioritizing the purchase of the 
advertised product does not receive as much agreement as recommending that product to others. The 
reason for this result may be that people tend to say positive words about as well as recommend their 
favorite brands to others (Bozbay et al., 2018) while purchase decision requires more complex consid-
erations (Balakrishnan and Griffiths, 2018). 

This study contributes to the holistic picture of advertising in digital games by filling a present 
knowledge gap in the field of strategy, making it relevant to both academia and businesses. However, 
it must be noted that apart from increasing brand awareness and changing brand perceptions, the 
ultimate goal of marketing communication is driving key behavioral outcomes (Kotler and Keller, 2015). 
As the impact of IGA on customer behavior has not been thoroughly investigated in this study, future 
studies are expected to extend knowledge in this direction. 

Additionally, further investigation on other game genres besides shooting games would be very valu-
able. Added to that, the difference between free-to-play (F2P) and pay-to-play (P2P) games should be 
regarded in future studies, for players who had to pay for the game in the first place might be less 
accepting when it comes to IGA. 

Also, the selection of the stimulus product and ad categories can be expanded. This study not just used 
a single category (beverages), but also a single product within this category as the stimulus for the 
survey. This way, the effects of product or brand differences as well as existing brand preferences were 
omitted. Moreover, the congruity between product or brand and the game has been emphasized in 
many studies. For that reason, comparisons between different products or brands in the same game 
context are needed in future studies to find out which ones are suitable for IGA. In addition, as men-
tioned earlier, the implementation of advertising in the game environment is exceptionally dynamic 
and flexible in terms of advertising forms. In addition to brand placements, the effectiveness of other 
categories such as sponsorship deals, real-world analogs, branded music and sounds, branded charac-
ters, and brand-related cheat codes are also worth investigating. 
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Although video games are traditionally seen as a hobby for the young and for males, there are sugges-
tions that gamers are a much more diverse group nowadays. Further investigations should consider 
this fact, widening the focus from this traditional view and include other genders and age groups. 

As gaming is a worldwide phenomenon, similar studies are encouraged to be carried out in other mar-
kets to better present the global picture of IGA in mobile games. In addition, the differences in assess-
ment between different cultures presented in this study need to be considered more thoroughly by 
further cross-cultural research to draw a firmer conclusion about the influence of these factors. 

Research about IGA often derives from the consumer perspective. Understanding consumer behavior 
and attitudes are vital in providing significant implications for the academic and business domain. How-
ever, the current body of literature largely lacks research that considers the perspective of game pub-
lishers and brands towards the feasibility of this strategy. Sharings about the barriers that parties may 
face when implementing IGA, aspects that need to be considered to create effective campaigns or 
comparing the effectiveness of IGA with other marketing communication strategies would help com-
plete the holistic picture of IGA. 
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Appendix: PLS-SEM Analysis of IGA and BA influence on BE 
dimensions 

1. Influence of IGA and BA on BE dimensions 

 

Inner model: Path coefficients and p-values; Outer model: Outer loadings and p-values 

2. Outer Loadings 
  BA_ BE EN GE IGA 
AW1   0.737       
AW2   0.705       
BA1 0.925         
BA2 0.924         
BA3 0.910         
BI1   0.761       
BI2   0.745       
BL1   0.851       
BL2   0.872       
BL3   0.856       
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BL4   0.796       
EN1     0.925     
EN2     0.916     
EN3     0.785     
EN4     0.812     
GE1       0.887   
GE2       0.874   
GE3       0.817   
IGA1         0.875 
IGA2         0.890 
IGA3         0.874 
IGA4         0.880 
IGA5         0.854 
PQ1   0.789       
PQ2   0.791       
PQ3   0.844       

3. Construct Reliability and Validity 
  Cronbach's Alpha rho_A Composite Reliability AVE 
AW 0.7886 0.7962 0.9041 0.8250 
BA 0.9092 0.9096 0.9429 0.8463 
BI 0.8101 0.8151 0.9131 0.8401 
BL 0.9371 0.9391 0.9553 0.8426 
EN 0.8832 0.9018 0.9199 0.7425 
GE 0.8254 0.8526 0.8945 0.7389 
IGA 0.9233 0.9241 0.9422 0.7652 
PQ 0.8782 0.8818 0.9251 0.8048 

 

4. Discriminant Validity 
Heterotrait-Monotrait Ratio (HTMT) 

      

  AW BA BI BL EN GE IGA PQ 
AW                 
BA 0.7950               
BI 0.8808 0.7811             
BL 0.6717 0.7934 0.7793           
EN 0.5918 0.7602 0.6694 0.8362         
GE 0.6182 0.8094 0.6695 0.7688 0.9200       
IGA 0.3408 0.5318 0.4222 0.6162 0.6632 0.6654     
PQ 0.8105 0.8788 0.7358 0.8359 0.7259 0.7583 0.4809   
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Fornell-Larcker Criterion 
  AW BA BI BL EN GE IGA PQ 
AW 0.9083               
BA 0.6754 0.9200             
BI 0.7024 0.6716 0.9166           
BL 0.5806 0.7359 0.6820 0.9179         
EN 0.4846 0.6741 0.5632 0.7587 0.8617       
GE 0.4926 0.7006 0.5464 0.6811 0.7866 0.8596     
IGA 0.2932 0.4886 0.3698 0.5733 0.6047 0.5929 0.8748   
PQ 0.6764 0.7870 0.6186 0.7563 0.6333 0.6422 0.4314 0.8971 

  
Cross Loadings 

       

  AW BA BI BL EN GE IGA PQ 
AW1 0.9195 0.6482 0.6201 0.5416 0.4758 0.4845 0.2888 0.6474 
AW2 0.8970 0.5754 0.6590 0.5121 0.4007 0.4065 0.2413 0.5781 
BA1 0.6418 0.9256 0.6116 0.6528 0.6058 0.6619 0.4532 0.7306 
BA2 0.6092 0.9248 0.6172 0.6611 0.6211 0.6214 0.4257 0.6894 
BA3 0.6127 0.9094 0.6243 0.7152 0.6327 0.6491 0.4682 0.7501 
BI1 0.6445 0.6384 0.9247 0.6473 0.5737 0.5478 0.4115 0.5541 
BI2 0.6436 0.5910 0.9084 0.6012 0.4534 0.4496 0.2597 0.5816 
BL1 0.6254 0.7336 0.6465 0.8611 0.6528 0.6308 0.4792 0.7200 
BL2 0.5126 0.6929 0.6425 0.9541 0.7353 0.6635 0.5470 0.7285 
BL3 0.5208 0.6735 0.6450 0.9509 0.7084 0.6351 0.5409 0.6786 
BL4 0.4625 0.5896 0.5612 0.9025 0.6871 0.5630 0.5385 0.6413 
EN1 0.3887 0.5891 0.4913 0.6769 0.9248 0.7208 0.5675 0.5833 
EN2 0.3951 0.5819 0.5002 0.6792 0.9164 0.7197 0.5874 0.5626 
EN3 0.5262 0.6284 0.5347 0.6180 0.7849 0.6546 0.4135 0.5619 
EN4 0.3978 0.5461 0.4325 0.6449 0.8118 0.6164 0.4932 0.4834 
GE1 0.3569 0.5982 0.4502 0.6157 0.7088 0.8868 0.6027 0.5434 
GE2 0.5148 0.6414 0.5015 0.5898 0.6774 0.8736 0.4724 0.5713 
GE3 0.4219 0.5723 0.4681 0.5456 0.6375 0.8168 0.4261 0.5500 
IGA1 0.2498 0.4105 0.3255 0.4675 0.4998 0.5086 0.8750 0.3367 
IGA2 0.2460 0.4372 0.3292 0.5123 0.4989 0.5156 0.8911 0.3930 
IGA3 0.3067 0.4712 0.3754 0.5235 0.5220 0.5481 0.8753 0.3978 
IGA4 0.2504 0.4082 0.3072 0.5231 0.5692 0.4801 0.8796 0.3913 
IGA5 0.2253 0.4062 0.2764 0.4777 0.5545 0.5391 0.8524 0.3649 
PQ1 0.6123 0.7515 0.5365 0.6293 0.5409 0.5721 0.3551 0.9176 
PQ2 0.6331 0.6994 0.5653 0.6116 0.5020 0.5551 0.3470 0.9183 
PQ3 0.5745 0.6636 0.5657 0.8039 0.6679 0.6035 0.4649 0.8540 
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5. Collinearity Statistics (VIF) 
Inner VIF Values 
  AW BA BI BL EN GE IGA PQ 
AW                 

BA 1.313
6   1.3136 1.3136       1.313

6 
BI                 
BL                 
EN                 
GE                 

IGA 1.313
6 

1.000
0 1.3136 1.3136 1.0000 1.0000   1.313

6 
PQ                 

 

6. R Square 
  R Square R Square Adjusted 
AW 0.4580 0.4547 

BA 0.2387 0.2364 

BI 0.4534 0.4500 

BL 0.6015 0.5991 

EN 0.3657 0.3638 

GE 0.3515 0.3496 

PQ 0.6223 0.6200 
 

7. f Square 

  AW BA BI BL EN GE IGA PQ 

AW                 

BA 0.6865   0.5791 0.6847       1.1548 

BI                 

BL                 

EN                 

GE                 

IGA 0.0033 0.3136 0.0042 0.1506 0.5765 0.5421   0.0076 

PQ                 
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8. Path Coefficients 
 

Mean, STDEV, T-Values, P-Values    

  Original 
Sample (O) 

Sample 
Mean (M) 

Standard De-
viation 
(STDEV) 

T Statistics 
(|O/STDEV|) P Values 

BA -> AW 0.6991 0.6960 0.0490 14.2703 0.0000 
BA -> BI 0.6449 0.6467 0.0464 13.9006 0.0000 
BA -> BL 0.5987 0.5975 0.0432 13.8619 0.0000 
BA -> PQ 0.7569 0.7550 0.0399 18.9515 0.0000 
IGA -> AW -0.0484 -0.0446 0.0473 1.0231 0.3065 
IGA -> BA 0.4886 0.4914 0.0561 8.7040 0.0000 
IGA -> BI 0.0548 0.0537 0.0476 1.1493 0.2507 
IGA -> BL 0.2808 0.2796 0.0427 6.5732 0.0000 
IGA -> EN 0.6047 0.6057 0.0436 13.8565 0.0000 
IGA -> GE 0.5929 0.5958 0.0456 12.9985 0.0000 
IGA -> PQ 0.0616 0.0635 0.0394 1.5642 0.1181 

 

9. Total Effects 
Mean, STDEV, T-Values, P-Values    

  Original 
Sample (O) 

Sample Mean 
(M) 

Standard De-
viation 
(STDEV) 

T Statistics 
(|O/STDEV|) 

P Va-
lues 

BA -> AW 0.6991 0.6960 0.0490 14.2703 0.0000 
BA -> BI 0.6449 0.6467 0.0464 13.9006 0.0000 
BA -> BL 0.5987 0.5975 0.0432 13.8619 0.0000 
BA -> PQ 0.7569 0.7550 0.0399 18.9515 0.0000 
IGA -> AW 0.2932 0.2966 0.0553 5.3016 0.0000 
IGA -> BA 0.4886 0.4914 0.0561 8.7040 0.0000 
IGA -> BI 0.3698 0.3711 0.0492 7.5123 0.0000 
IGA -> BL 0.5733 0.5722 0.0450 12.7280 0.0000 
IGA -> EN 0.6047 0.6057 0.0436 13.8565 0.0000 
IGA -> GE 0.5929 0.5958 0.0456 12.9985 0.0000 
IGA -> PQ 0.4314 0.4337 0.0522 8.2731 0.0000 
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10. Specific Indirect Effects 
Mean, STDEV, T-Values, P-Values 

  Original 
Sample (O) 

Sample 
Mean (M) 

Standard Deviation 
(STDEV) 

T Statistics 
(|O/STDEV|) 

P Va-
lues 

IGA -> BA -> 
BL 0.2925 0.2926 0.0318 9.1916 0.0000 

IGA -> BA -> 
AW 0.3416 0.3412 0.0400 8.5299 0.0000 

IGA -> BA -> 
BI 0.3151 0.3174 0.0400 7.8758 0.0000 

IGA -> BA -> 
PQ 0.3698 0.3702 0.0397 9.3149 0.0000 
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Unbundling CRM – A RFMC Perspective 
 

Abstract 

Customer lifetime value (CLV) has been gaining increasing importance in many areas but the (RFM – 
recency, frequency, monetary) segmentation framework is the most commonly used due to the avail-
ability of customer data as well as ease of calculation. One of the drawbacks of the RFM segmentation 
framework is that it is unable to identify behavior correctly in the face of customers that show hot and 
cold periods of visiting and buying (binge buying). This kind of phenomenon is called clumpiness (C).  

One of the empirical findings of this study is that such a kind of behavior is quite prevalent and clumpy 
customers generate (if not significantly) more revenues than customers who are non-clumpy. Even if 
clumpiness does not account for high revenue customers, this study shows by use of a correlation and 
cluster analysis that the clumpiness statistic significantly adds to the RFM framework making the es-
tablishment of an RFMC framework immanent.  

The clumpiness phenomenon is studied by performing a detailed empirical analysis on a representative 
UK based retailer’s dataset. Regression and neural network analysis were implemented to identify the 
main drivers for clumpiness. Cluster Analysis was used to identify customers that have similar behav-
ioral characteristics and to sort them in small groups so that targeting a group of customers is possible. 
Thus, clumpiness can detect customers that are high potential and high risk in nature, which were 
previously unseen. 

1 Introduction 
The retail sector is essential to the world economy, as it provides a substantial amount of employment 
to skilled and unskilled labor. The retail industry has been growing from the 19th century onwards and 
with the advancement of new e-commerce, there has been immense as well as tough competition. 
While the industry continues to undergo constant change at a rapid rate, amid all changes what re-
mains constant are the consumers and their growing demand. Consumers are becoming more power-
ful, with the decision of purchase lying within them. To stay competitive in the market, many retailers 
have shifted their investment as well as business strategies over the past decades. Organizations have 
moved from growth via new stores to developing new business models.  

To adjust to changing conditions, organizations have to adopt customer-centric strategies, helping the 
organization to retain loyal customers and increase repeat purchases as well as the monetary value 
thereof. To maintain relationships with their customers, organizations have invested heavily in IT in-
frastructure by creating databases that can store a large amount of customer as well as transaction-
related data. For each customer, many data points are collected, ranging from name to gender to 
transaction amount, etc., allowing to analyze the customer's complete purchasing history (so-called 



38  Patel, Ronit; Perret, Jens K.; Samunderu Eyden 

RJAM, 3. (2022), Nr. 1, S. 37-52 

360° customer view). However, the information obtained is seldom integrated into other business 
functions, such as customer relationship management (CRM) or Enterprise resource planning (ERP).  

In this context, this study aims to develop a methodology to support Analytical CRM in the retail in-
dustry, such that the relationship between organizations and their customers can be reinforced. This 
research focuses on customer identification, attraction, development, and retention by applying data 
mining techniques to extract knowledge from large databases to build a customer lifetime value (CLV), 
model.  

Traditionally, recency, frequency, and monetary value (RFM) models have been and are still used by 
many organizations to determine the CLV of a customer. But this methodology doesn't fully explain 
the critical aspects of customer behavior. Zhang et al. (2015) propose a new individual-level measure 
of a customer's history known as clumpiness (C), which is defined as the degree of nonconformity to 
equal spacing. Hence, this study continues the work by Zhang et al. (2015) and provides a framework 
for analyzing customer data.  

In a first step the analysis of Zhang et al. (2015) is replicated for a UK based retailer's dataset. In par-
ticular using Monte Carlo Simulations the distribution of the clumpiness indicator is estimated to de-
velop a statistical test for clumpiness. For a number of significance levels the test is then applied to the 
dataset to determine the customers reporting clumpiness in their shopping behavior. Based on this 
classification of test is conducted whether a significant difference exists between clumpy and non-
clumpy customers in regard to the revenue they generate, with the test showing that clumpiness as 
an indicator does not add to the detection of more valuable customers. A succeeding correlation anal-
ysis, however, determines that the clumpiness statistic as such contributes to the RFM framework and 
it is not simply a new concept which is already covered by the three existing components. This result 
is later backed by cluster analysis as well. Based on the assumption that an RFMC framework is superior 
to an RFM framework using an analytical hierachical process is used to determine weights for all four 
components of the new RFMC framework. Finally, cluster analysis is used to test the robustness of the 
previous results regarding the value added by clumpiness to the RFM framework and the determina-
tion of weights and using an artificial neural networks approach impact factors of customers ranked as 
clumpy are determined.  

Note, that the analysis take place based on an empirical foundation and not on a set of a priori as-
sumptions. Thus, it can be seen as a case study on the process of analyzing purchasing data regarding 
the RFMC framework. The study concludes in the fifth and final chapter with a discussion of the prac-
tical implication of this study. 

2 Combining CRM and Customer Analytics 
Customer Relationship Management (CRM) on the one hand is a strategic process of recognizing the 
most profitable customers which an organization can serve and how they can develop interactions 
(Payne & Frow, 2005). It is divided into three components: Strategic, Operational, and Analytical. An-
alytical CRM – the focus of this study - consists of the Information management process, which focuses 
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on the development, creation, and exploitation of customer-related data for the organization's strat-
egy. It focuses on the mining of customer data for accomplishing the objective of a company’s strategy 
and operational goals (Iriana & Buttle, 2007).  

Customer analytics on the other hand is a process by which data mining techniques are used to extract 
information regarding customer behavior via profiling, segmentation, clustering or the development 
of predictive models. Grouping can help organizations to optimize their campaigns and target the right 
customers with the right offers. Customer analytics helps organizations in acquiring customer insights.  

The essence of acquiring customer knowledge is knowing who the customers are (customer profiling) 
with the capability to identify strategically significant customers or groups of customers. Customer 
Analytics predicts the possible actions that are likely to be taken by customers based on their previous 
behavior patterns. It can guide staff that has direct contact with customers as to which offers can im-
prove their buying rate, satisfaction, and make real-time recommendations on the best offers availa-
ble. Moreover, customer analytics can help organizations to allocate their resources differently for 
individual customers based on their customer lifetime value (Kumar & Reinartz, 2018, 50 ff.).  

The use of customer analytics has a positive impact on an organization's performance. With the use of 
customer analytics, extensive use of data and models and fact-based management drive decision and 
actions, where data and models are defined at the customer level. However, most analytical models 
developed focus on customer transactions alone (Bijmolt et al., 2010). Therefore, organizations need 
to develop customer metrics that they can trace over a span of time. Customer behavior needs to be 
continuously observed in order to recognize behavior patterns and trends and to distinguish any ab-
normal behavior or emerging patterns. Monitoring and tracking should be based on predefined criteria 
to supervise on what and how to observe, and what results to anticipate.  

To propose an effective Customer Relationship Management (CRM) - Data Mining framework for the 
prediction of customer behavior in the area of retail - one can refer to the process introduced by Bahari 
and Elayidom (2015). 

3 The RFMC Framework 
While the previous chapter motivated in general the necessity of CRM Analytics and related methods 
it has to be detailled inhowfar especially loyalty management can profit data-driven analytical tools. 
In this regard the classic RFM framework approach is detailled. While the RFM framework is an estab-
lished marketing tool since more than two decades already (Hughes, 1996) studies like Kaul (2020), 
Maraghi et al. (2020) and Sun et al. (2020) illustrate the relevance it still plays in current research as 
well as in current research endeavors. Nevertheless, The framework approach did not remain un-
changed over the years. Studies like Zhang et al. (2015), Josep (2020) and Oztaysi and Kavi (2020) show 
that the framework is continuously advanced still.  

Oztaysi and Kavi (2020) introduce the use of a fuzzy k-means algorithm as part of the framework as 
such and is representative for studies that advance the RMF approach via the introduction of more 
sophisticated tools that are applied in the course of the basic framework itself. Josep (2020) on the 
other hand introduces the aspect of activating customers as an additional aspect considered in the 
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course of the framework. It is representative for the class of studies that shift the focus of the pure 
RFM framework into including additional information that promise insights on customer behavior. By 
focussing on customer activation, the aspect added by Josep (2020), the study, however, is extended 
by a factor not of original customer behavior but by the potential customer reactions. Finally, Zhang et 
al. (2015) incorporates the purely customer driven concept of clumpiness (Zhang et al., 2013) into the 
RFM framework. It is for this reason that the present study follows the approach initiated by (Zhang et 
al., 2015). 

To alleviate the overall understandability, this chapter introduces the RFM framework as such followed 
by a deduction of the concept of clumpiness and a discussion of its general benefits in the context of 
the RFM framework. 

3.1 The RFM Framework 
The RFM model incorporates the three aspects recency, frequency, and monetary value. It employs 
three metrics to evaluate customer behavior and customer value and is frequently used in practice. 

1. Recency – How much time has passed since the customer’s last order. 
2. Frequency - How often a customer orders from the company in a certain pre-defined period. 
3. Monetary value - The amount that the customer spends on average per transaction. 
The general idea of RFM is to group customers based on their RFM scores. The resulting groups of 
customers are associated with their purchase behavior, e.g. the possibility of a customer reacting to a 
marketing campaign. RFM closely follows the transition matrix path in that it also traces customer 
behavior over a period of time in what is called a state space. The higher the RFM score of the cus-
tomer, the more valuable he is for the organization. In recent studies, authors suggested using a 
weighted RFM score - instead of an RFM score with equal weights. They assigned weights to R, F, and 
M. depending upon the characteristics of different industries.  

The measurement of CLV via the RFM framework is one of the most common methods (Khayvand et 
al., 2011). RFM has been used for many years in direct marketing to predict customer behavior and to 
generate customer segments. If an organization has a database of its customers, which includes their 
purchase history, the firm can perform an RFM analysis at practically no cost. From a behavioral per-
spective, the RFM method evaluates the relationship between the organization and its customers (Shih 
& Liu, 2003). Customers who purchased recently, frequently, and spent large amounts of money are 
more inclined to react to mailings and therefore represent more attractive candidates for future mar-
keting campaigns (Coussement et al., 2014). 

3.2  Clumpiness 
According to Zhang et al. (2013), Clumpiness is defined as the degree of nonconformity to equal spac-
ing and demonstrates an essential component in a better understanding of recognizing a profitable 
customer. To better capture clumpiness, Zhang et al. (2013) provides a rich analysis of this issue and 
proposes a new class of clumpiness measures that are shown to have larger statistical power in exten-
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sive simulations under a wide variety of data-generating mechanisms (alternative hypotheses as com-
pared to the null of stationarity). Although details are provided in Zhang et al. (2013), the central prop-
erties of such measures are: 

• Minimum – The measure should be at its minimum if the events are equally spaced. 
• Maximum - The measure should be at its maximum if all the events are gathered together. 
• Continuity - Shifting event times by a small amount should only change the measure by a small 

amount. 
• Convergence. As events move closer (further apart), the measure should increase (decrease). 
These four features provide a comprehensive description of any clumpiness measure. 

 

 
Figure 1: Exemplary Cases of Customer Behavior 
Source:  Zhang et al. (2015) 

Figure 1 shows possible situations of customer behavior. While the first and third situation are not 
considered clumpy the second and fourth are. 

According to Zhang et al. (2015), a clumpiness measure is a formal statistical test that is needed to 
determine the importance of an observed clumpiness value. Assuming the null hypothesis is random 
sampling without replacement, where n (the number of events) and N (number of trials) are known 
Monte Carlo simulation is applied and the z-table, the table of critical values, can be estimated. To 
measure clumpiness, Hp, an individual level entropy measure (metric) from the class of convex and 
symmetric IET statistics is chosen. It can be written as: 𝐻𝑝 = 1 + ∑ log(𝑥𝑖) ∗ 𝑥𝑖𝑛+1𝑖=1log (𝑛 + 1)  

with xi = N+1 at the i-th event (this is done to control the length of the observation period). 

In an information system, entropy is a measure of uncertainty. It quantifies the expected value of the 
information contained in a message. Although it is intended to represent a different story, its charac-
terization and profound indication of disorder can provide a great measure for clumpiness. 

A distinguishing feature of using this type of clumpiness measure is that a given percentage variation 
in any of the IETs has the same effect on the measure itself. Hence, it “normalizes” the ranges being 
aggregated (Zhang et al., 2013). Since the clumpiness measure is calculated by using scaled inter-event 
times (i.e., dividing by N+1), it is conceptually invariant to the scaling of time units. However, the 
timeframe should not be too long; otherwise, the data points would be aggregated, and information 
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about inter-event times (IETs) would be wasted. On the other hand, a too-short timeframe would give 
rise to over-fitted patterns.  

 

Steps required for computation of clumpiness 

1. Convert the individual-level (purchase/visitation) data into incidence data (0/1). 
2. Compute the inter-event times (IETs), specifically xi, xi-1,..., where the xi represent the time 

occurrence of i-th visitation. 
3. Rescale the IETs. Divide IETs by N+1. 
4. Compute the entropy given by the formula  𝐻𝑝 = 1 + ∑ log(𝑥𝑖) ∗ 𝑥𝑖𝑛+1𝑖=1log (𝑛 + 1)  

5. Create a cut-off table (critical values) using Monte Carlo simulation at different significance 
levels and find the corresponding value based on frequency 

6. Determine the significance of clumpiness by comparing the clumpiness values with the critical 
cut-off point. If Hp is larger than the critical value then the customer is considered as a clumpy 
customer else the customer is not clumpy. 

4 Empirical Analysis 
Since clumpiness is a metric based approach, Zhang et al. (2015) hints that the customer lifetime value 
framework should be transformed from the traditional RFM model to a newer model of RFMC. Where 
the C, i.e. clumpiness, adds additional predictive power to the RFM model in recognizing valuable cus-
tomers. Hence, this study proceeds with the recommendation suggested by (Zhang et al., 2015)  

After checking whether clumpiness is present in the dataset that is used in this study and determining 
how many customers are clumpy it is tested whether they are generating higher revenues than non-
clumpy customers. Secondly, a weighted RFMC model where the weights are determined through an 
analytical hierarchical process (AHP) is conceived. Subsequently, data mining techniques such as clus-
tering are implemented to identify groups of customers that are valuable to an organization. Finally, 
artificial neural networks are used to check which of the variables of the RFMC framework, if any, is 
the most important in predicting clumpy behavior per se. 

4.1 Description and Pre-processing of the Dataset 
The dataset that is used in this research work was obtained from Kaggle, an online community that 
allows users to publish datasets, explore, and build models in a web-based data science environment. 
The dataset contained transactions between 01/12/2010 and 09/12/2011 from a UK based and regis-
tered non-store online retailer. The company sells unique all occasion gifts, and many of the organiza-
tion's customers are wholesalers. The variables included in the dataset are Invoice No, Quantity, In-
voiceDate, Unit Price, Customer ID, Country to which they belonged. Since this data stems from a UK 
retailer, it is safe to assume that the unit prices are measured in Pounds Sterling. However, as long as 
all purchases are in the same currency the calculations are not affected. 
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The dataset contains 541,909 transactions. Since some entries for the unit prices and the quantity were 
less than or equal to zero, those transactions were eliminated. After performing this cleaning task, the 
number of transactions is reduced to 168,631.  

While the time of purchase is not required for determining the CLV of a customer through RFMC Anal-
ysis the date of purchase is. Additionally, for RFMC analysis, another variable is required that is the 
total price. The total price results as the product of quantity and unit price. Hence, both variables are 
replaced by the total price. As sales were recorded product-wise but an invoice usually consists of 
different positions to generate the total costs of an order all positions with the same invoice number 
were summed up resulting in a total of 7,961 orders for the years 2010 and 2011. As the majority of 
orders occurred in 2011 which is covered in full as compared to 2010 this study limited to only these 
orders yielding a final set of 7,070 orders in 2011 by 2,821 unique customers. 

4.2 Clumpiness as a Valuable Complement to the RFM Framework 
While Table 1 summarizes the core statistics for the four indicators of the RFMC framework, Table 5 in 
the appendix summarizes the critical values for the clumpiness statistic in dependence on the fre-
quency score. Using this z-table in conjunction with the clumpiness scores of the 2,821 different cus-
tomers depending on different margins of error Table 2 is constructed showing the number of clumpy 
customers as well as the average worth of their orders. 

 

Table 1: Core Statistics for RFMC 

  R F M C 

Mean 151.8245 2.5041 458.6717 0.2538 
Standard Deviation 98.8776 3.5469 3213.0330 0.2238 
Minimum 22.0000 1.0000 5.9000 -0.0012 
Maximum 364.0000 83.0000 168,469.6000 0.9689 

Source:  Own calculations 

 

Table 2: Classification of clumpy and non-clumpy customers 

Significance 
Level 

Number of - 
Clumpy  
customers 

Number of -  
Non-clumpy 
customers 

Average  
revenue of 
Clumpy  
customers 

Average  
revenue of  
Non-Clumpy 
customers 

% increase  
in revenue  

% clumpy  
customers 

% non- clumpy 
customer 

90% 411 2410 522.72 447.75 14% 17.06 82.94 

95% 263 2558 620.41 442.04 29% 10.28 89.72 

99% 85 2736 662.69 452.33 32% 3.11 96.89 

99.5% 52 2769 781.11 457.82 41% 1.88 98.12 

Source:  Own calculations 

The table clearly indicates that clumpiness is present in the implemented dataset even in the very 
conservative case of allowing only for an α of less than 0.5% as margin of error. It is this conservative 
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case that is of particular interest as in this case no clumpy customers with a frequency of 1 exist any-
more. (Customers with a frequency of 1 skew the analysis as in their case clumpiness is solely deter-
mined by the date of the purchase.) The table also motivates that on average clumpy customers gen-
erate higher revenues as compared to non-clumpy customers.  

Using a Shapiro-Wilk-test to check for normality in the clumpiness statistic little does it surprise that 
the clumpiness scores in the sample are not normally distributed but significantly rightwards skewed. 
Considering that this characteristic will hold for the population as well a U-test instead of a t-test is 
used to compare the revenues via clumpy and non-clumpy customers. It turns out that although the 
values for the two groups as reported in Table 2 considerably differ, these differences are not signifi-
cantly different from zero (accepting a margin of error of 5%). 

Considering the results from Table 1 that all statistics are measured on different scales, it is imperative 
for the ongoing analysis to z-standardize them first. To account for severe outliers from the outset all 
customers whose z-standardized score exceed the range from -3 to +3 are excluded from the analysis 
reducing the dataset to only 2,735 customers. 

To get a better impression of the structure of the four variables of the RFMC model correlations be-
tween them are calculated. Due to the issue with normality which persists with the R, F and M variables 
as well a Spearman test is implemented here: 

 

Table 3: Correlations between the parts of the RFMC framework 

 R F M C 
R - 0.449 (0.000) 0.117 (0.000) 0.027 (0.145) 
F 0.449 (0.000) - 0.141 (0.000) 0.109 (0.000) 
M 0.117 (0.000) 0.141 (0.000) - 0.031 (0.103) 
C 0.027 (0.145) 0.109 (0.000) 0.031 (0.103) - 

Source:  Own calculations 

Table 3 reports for all pairwise correlations the correlation coefficient as well as the significance level 
in parentheses. While the three parts of the original RFM framework are highly correlated with each 
other, the clumpiness variable is highly correlated only with frequency but not with the other two. This 
can be interpreted in such a way that clumpiness integrates into the CLV framework but at the same 
time provides additional valuable insights not yet covered by the original framework. This insight could 
be replicated via a factor analysis design strengthening it in this regard. A factor analysis, however, is 
not explicitly conducted at this point. As mentioned above it cannot be assured that the four variables 
are normally distributed across the sample or the population. 

4.3 Determination of RFMC Weights 
While there have been various combinations, and weightings proposed, judging and weighting of 
RFMC variables remains highly subjective (Shih & Liu, 2003). This study uses the Analytical Hierarchy 
Process (AHP) to evaluate the weight of each RFMC variable by ranking them according to the im-
portance for all customers. This process is explained in detail in Shih and Liu (2003).  
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Before the AHP can be applied the dataset needs to be re-standardized as the AHP requires non-neg-
ative values. The formula that is used for normalization in this context is: 𝑋′ =  𝑋 − 𝑋𝑠𝑋𝑙 − 𝑋𝑠 

Where X’ is the value after standardization, X is the value that is related to the variable, X l, and Xs are 
the maximum and minimum values of the variable. 

Using the approach described by Shih and Liu (2003) yields a 4x4 (each column or row representing 
one variable of the RFMC framework) matrix of pairwise comparisons. The matrix is then column-nor-
malized by dividing the column score by the row score. After column-wise normalization and averaging 
across rows (which in this case are all identical) the relative weights can be calculated for each cus-
tomer. Averaging the relative weights for all customers results in the following values: 

wR = 0.38 wF = 0.15 wM = 0.15 wC = 0.32 

This shows not only that clumpiness is a critical part of the RFMC framework – as suspected from the 
correlation analysis already – but with an average relative weight of 0.32 it is the second most im-
portant aspect and close in its weight to the first most important part recency. 

4.4 Clustering as a Stability Test 
The AHP in the previous section resulted in individual relative weights for each customer. Thus, to 
determine which customers behave similarly a clustering analysis in regard to the determined weights 
is conducted. This allows to detect groups of customers that share similar behavior patterns. In this 
study a k-means approach as implemented in the SPSS 23 package is used for clustering. As the k-
means algorithm requires an ex-ante fixed number of clusters an analysis is conducted for two and 
three clusters. Since the two cluster solution does not provide suitable answers only the results for the 
three cluster approach are discussed below. Using more than three clusters at this stage has been 
deemed irrelevant as the three clusters approach already provides satisfactory answers. The cluster 
centers of the three cluster solution are summarized in Table 4 
 

Table 4: Cluster Centers - 3 Cluster Solution 

Cluster 1 2 3 
R 0.0527 0.3389 0.1987 
F 0.0052 0.0297 0.0091 
M 0.0096 0.0102 0.0087 
C 0.1629 0.0883 0.0323 

Source:  Own calculations 

Of the 2,735 valid cases 380 are assigned to cluster 1, 1,148 to cluster 2 and the remaining 1,207 to 
cluster 3. To additionally assure that the clusters not only with regard to all four parts of the RFMC 
framework considered at the same but for each part by itself represent a powerful separation a Krus-
kal-Wallis-H-test has been performed. The four H-tests all turned out highly significant showing that 
the three clusters represent groups that are distinctly different with regard to all four aspects of the 
RFMC framework. In all four cases the difference between the groups has been highly significant. With 



46  Patel, Ronit; Perret, Jens K.; Samunderu Eyden 

RJAM, 3. (2022), Nr. 1, S. 37-52 

a significance level of only 0.008 the monetary variable is the weakest of the four variables of the RFMC 
framework. Considering the results in Table 4 this result does not surprise. 

Cluster 1 represents those customers that are mainly described by their clumpy behavior. In cluster 2 
there are those customers that have a high RFM score. Finally, in Cluster 3 there are primarily custom-
ers with a high weight for recency. While clusters 2 and 3 would have been covered by the RFM frame-
work. The presence of the small but still pronounced Cluster 1 with roughly 14% of all customers 
stresses once more the relevance of clumpiness as an essential part in a comprehensive RFMC frame-
work. Comparing the results in Table 2 and Table 4 it shows that the size of the cluster of primarily 
clumpy customers roughly coincides with the group of clumpy customers at a margin of error of 90%. 
The arguments given above in favor of using on the group defined by using a margin of error of 0.5% 
can thus be considered a very conservative one. 

4.5 The RFMC Framework as a Predictor for Clumpy Customers 
To test whether adding the clumpiness statistic to the RFM framework extending it to the RFMC frame-
work helps in detecting clumpy customers an artificial neural network (ANN) approach has been con-
sidered. The advantage of ANNs over rigid regression models is that they act more flexible with regard 
to non-linearities in the underlying relation. Additionally, as shown in Table 3 the four variables are 
strongly correlated with each other. In a regression model this would have resulted in a severe problem 
with multi-collinearity. Also, the absence of normality in all four variables does not pose a critical prob-
lem in an ANN approach. 

To realize the ANN model a multilevel perceptron is estimated. The variables resulting from Table 2 - 
at a margin of error of 10% as well as of 0.5% - that measure whether a customer is clumpy (value of 
1) or not (value of 0) are used as dependent variables and the four indicator variables measuring the 
z-standardized score for recency, frequency, monetary value and clumpiness are used as independent 
variables. Additionally, an ANN with only a single layer has been estimated as trials with using two 
layers revealed that it does not significantly decrease the relative error. 

In this context the discussion of Table 2 can be recalled in that a high clumpiness score not necessarily 
results in clumpy behavior if the frequency score is 1. Thus, this part of the overall analysis is not self-
evident. This can also be evidenced from the results of the estimation of the ANN. In this study a learn-
ing design for estimating the ANN has been selected where roughly 70% of the sample are used to 
estimate the synaptic weights while the remaining 30% are using to test the quality of the estimated 
model. This approach not only allows to get an estimate of the out-of-sample performance of the re-
sulting model it also assures – as the assignment of cases to the estimation and the testing set is ran-
domized - that a lucky assignment generates biased results. However, to get a representative impres-
sion of the true quality of the results the analysis has to be performed multiple times with the results 
of all results being averaged. In the context of this study for each of the two dependent variables the 
estimation has been repeated twenty times. 

When using the more relaxed version of clumpiness, i.e. the variant with a 10% margin of error, the 
relative error of the models turns out to be 1.075% for the estimation set and 1.005% for the testing 
set. It is interesting to note that the model actually works better out-of-sample than in-sample. With 
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regard to the four variables of the RFMC framework clumpiness and frequency play the most important 
role, whereas in most cases clumpiness is the most important variable. 

In contrast, if the more conservative version of clumpiness is used, i.e. the variant with a 0.5% relative 
error, decreases to 0.805% for the estimation set and to 0.785% for the testing set. Again, the model 
performs slightly better out-of-sample than in-sample. With regard to the RFMC framework it is again 
the frequency and clumpiness that report the major importance, however, where before clumpiness 
has been the most important variable, here it is frequency. 

That clumpiness and frequency both play a major role in determining whether a customer is truly 
clumpy seems only reasonable following the discussion of Table 2 where it has been stated that clump-
iness can also be an effect of infrequency, in particular of one-time shoppers. Thus, the results of the 
α = 0.5% case might be more relevant than those of the α = 10% case as in the 0.5% case no clumpy 
customers report a frequency score of 1 anymore. While an error of 1% or less can be considered 
marginal at best it still might signify that between 5% to 10% of the clumpy customers remain unde-
tected as the model on average generates more false negatives than false positives; in particular in the 
testing sets. Nevertheless, an overall error of roughly 1% shows that the RFMC framework has fore-
casting quality and can significantly help companies in detecting highly valuable clumpy customers. 

5 Conclusions 

5.1 General Insights 
CRM is an important issue to improve an organization's competitiveness in today's changing environ-
ment in the retail industry. This study contributes to the field of CRM by contributing innovative ana-
lytical models backed by data mining techniques. The models introduced herein are adapted to real-
world problems motivated by the difficulties faced in identifying customer behavior. This study is an 
example of application-driven theory, which is considered of the highest importance in the field of 
customer relationship management and data analytics. The contributions of the study can be summa-
rized as follows: 

• Replication of previous studies on clumpiness to ensure the validity of the implemented dataset. 
• Segmentation of customers according to them being clumpy or not does not help in the determi-

nation of a customer group that generates significantly higher revenues. 
• Exemplification that the clumpiness statistic though correlated with the frequency statistic does 

provide additional insights and can thus be used to expand the RFM framework. 
• The model makes use of an analytical hierarchical process (AHP) to determine the weights of the 

four components of the RFMC framework. 
• Identification of customer groups that behave in similar patterns by making use of clustering tech-

niques. 
• Identification of the important variables concerning clumpy customers through artificial neural 

networks. 
Summarizing, aside from adding to the literature on clumpiness, the study provided an empirically 
driven outline on analyzing purchasing data in the context of the expanded RFMC framework. 
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5.2 Managerial Applications 
Since clumpiness is a phenomenon of identifying customer behavior, in campaign building it suggests 
the retailer perform a trigger-based dynamic campaign. For example, a customer could be shopping 
only on the days that the retailer is providing huge discounts, so the clumpiness methodology could 
help the retailer to identify such customers and then target them accordingly. This could help the re-
tailer to check whether clumpy customers respond to the trigger based dynamic campaign. To deepen 
insights on such a customer, the retailer could identify the categories that the customer has purchased 
during the past discount day and target the customer with cross-selling or up-selling categories. 

Since clumpiness is observing the buying pattern of the customer, it makes clumpiness an important 
parameter for retailers’ loyalty programs. According to (Kumar, 2009, 16), the Loyalty program, in con-
trast to other marketing efforts, has more effect on average purchase frequency than on penetration. 
From the empirical analysis, it was observed that frequency was one of the main drivers of clumpiness; 
hence clumpiness is an important factor when deciding customer loyalty. This is the main reason why 
loyalty programs are most engaging with existing and heavy buyers.  

High-frequency behavior tends to increase the share of requirements asked by the customers and 
therefore tends to increase the effort spent on them. An increase in loyalty could also help the retailer 
to improve the brand penetration level. This means that the brand will have a higher average purchase 
frequency than would be expected, given the level of penetration. Finally, the retailer's main aim is to 
increase the profitability of the company, and since clumpy customers are more profitable in nature 
(i.e., clumpy customers generate 40% additional revenue as compared to non-clumpy customers). 
Therefore, it is important to integrate clumpy customers in the loyalty program. 

5.3 Limitations and Outlook 
The main limitation of the present study is that it is based solely on purchasing data for a single year 
from a single UK retailer. Thus, any generalization of the study might be precluded from the outset. 
Since the study successfully replicated part of previous studies and their results for US retailers (Zhang 
et al., 2015), it is, however, highly likely that similar results will present themselves if purchasing data 
from other retailers for from other countries is implemented. Nevertheless, a replication of this study 
in different sectoral or regional contexts is highly advised. Additionally, the RFM framework, even 
though mainly implemented in retail, is a general purpose CRM approach which requires the replica-
tion of this study as well in the context of different industries. 

Since there is no correct way of predicting whether customers will return in the future, it would be 
appropriate to build a churn model for the clumpy customer that could help the UK based retailer to 
identify all potential churners. The Bayesian learning or Markov model could be an excellent method-
ology to develop such a new churn prediction model. For future research, it would be worthwhile to 
extend the work developed in this study to support the company's direct marketing initiatives. It would 
be appropriate to create a model to predict customer's responses to direct marketing campaigns.  

Additionally, it would be insightful to analyze the buying patterns of clumpy customers. It could be 
possible that there are some categories that are brought by the clumpy customers in huge categories, 
and these categories are influencing the clumpy behavior of the customer. Since the UK based retailer 
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considered herein is selling its products to international customers, it would be interesting to identify 
whether international customers or domestic customers are more clumpy in their behavior. This would 
help the retailer to target its marketing actions more efficiently. 

As future research, it would be interesting to compare the different customer lifetime value (CLV) 
models to identify which CLV model would be best suited for a UK based retailer. The retailer could 
then develop a retention model (loyalty program) that can predict accurately to what level and how 
much a customer will consume in a visit, day, or a year. This ability can aid the retailer with developing 
strategies to retain clumpy customers by making them feel like a privileged customer; privilege could 
lead to the customer being more loyal. Such types of loyalty programs for the retailer would help to 
provide valued customers with valuable rewards, all with the intent of keeping them being clumpy in 
nature and spending more money with the organization over the competitors. The information gath-
ered would result in a lifetime loyalty and thereby profit the organization in the long term. 

The research methodologies proposed in this study could be applied to other business environments 
in which customer relationship management (CRM) is crucial to guarantee an organization's competi-
tiveness and success in the business environment. Fields that could be studied in the future cover, for 
example, banking, insurance, media & entertainment, and telecommunications, etc. Finally, the study 
focused on a UK online retailer. It still remains to be analyzed in how far the results of this study hold 
for offline retailers from different sectors and countries. 
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Appendix:  
 
Table 5: Cut-off table (z-table) for different significance level at different frequencies 
Frequency Cut-off value - 95% Cut-off Value - 90% Cut-off value - 99% Cut-off Value - 99.5% 
1 0.8335 0.7055 0.9511 0.9728 
2 0.5846 0.4842 0.7701 0.8173 
3 0.4698 0.4045 0.6363 0.6866 
4 0.4098 0.3501 0.5336 0.5874 
5 0.3663 0.3151 0.4722 0.5132 
6 0.3320 0.2897 0.4292 0.4658 
7 0.3070 0.2696 0.3898 0.4216 
8 0.2877 0.2543 0.3594 0.3936 
9 0.2674 0.2406 0.3416 0.3682 
10 0.2568 0.2285 0.3217 0.3482 
11 0.2457 0.2193 0.3018 0.3257 
12 0.2337 0.2103 0.2881 0.3077 
13 0.2249 0.2024 0.2771 0.2968 
14 0.2168 0.1958 0.2638 0.2825 
15 0.2103 0.1895 0.2541 0.2716 
16 0.2045 0.1843 0.2467 0.2635 
17 0.1977 0.1801 0.2387 0.2540 
18 0.1921 0.1748 0.2287 0.2433 
19 0.1867 0.1703 0.2231 0.2377 
20 0.1839 0.1668 0.2178 0.2322 
23 0.1706 0.1570 0.2004 0.2122 
24 0.1681 0.1544 0.1963 0.2081 
25 0.1637 0.1503 0.1916 0.2035 
27 0.1579 0.1455 0.1836 0.1943 
28 0.1548 0.1428 0.1797 0.1891 
30 0.1508 0.1396 0.1748 0.1837 
32 0.1457 0.1348 0.1671 0.1761 
34 0.1411 0.1311 0.1626 0.1726 
35 0.1385 0.1295 0.1590 0.1667 
37 0.1362 0.1263 0.1542 0.1615 
49 0.1174 0.1106 0.1328 0.1388 
66 0.1004 0.0948 0.1110 0.1155 
83 0.0873 0.0830 0.0962 0.1002 

Source:  Own calculations 
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Beyond Linearity - An Analysis of the Interde-
pendencies across the Customer Journey  

Abstract 
This study analyzes the various stages of the customer journey (CJ) concept using the example of the 
lingerie product area. The fields of Customer Journey Management, Customer Relationship Manage-
ment, and Customer Experience Management, which have so far been largely considered separately, 
are summarized into a comprehensive framework. 

In the second part, the study uses a representative survey of 1,050 women of generation X to establish 
the validity of the model empirically. It additionally analyzes in how far the data requires the expansion 
of the model by a secondary vertical meta-level to capture interlinkages not considered within a purely 
linear model of the CJ. The result, a two-dimensional network structure of the CJ, illustrates the links 
between different parts of the CJ and the requirement of a multidimensional approach towards the 
customer journey. 

Finally, the study presents an approach on how to model the willingness-to-pay as the central part of 
the CJ by implementing an artificial neural network (ANN) approach. The results show the ANN is ide-
ally suited for such a complex background. The resulting model combines high explanatory power with 
the potential to increase it further by successively including newly available customer data, thus offer-
ing additional benefits for practitioners. 

Keywords: 

Customer journey; CRM; customer experience; artificial neural network; survey data 

1 Introduction 

1.1 Customer journey research – an introduction 
The concept of the customer journey (CJ) has been experiencing a real boom for several years (for a 
first overview see Lemon and Verhoef (2016, p. 69) and Folstad and Kvale (2018)). Especially within 
digital media sciences, an attempt is being made to understand the consumer's journey towards brand 
offerings (Anderl et al., 2016; Muret, 2013). The main focus here is on the use of database systems to 
understand the customer from the first contact with the brand in the digital space, in order to guide 
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and accompany him in a goal-oriented manner from the very first moment. However, business admin-
istration and the communication sciences  are also trying to understand how companies can best reach 
and retain their consumers (Edelman & Singer, 2015) – particularly across different types of online and 
offline touchpoints.  

In all three fields of science, an attempt is being made to understand the journey of the consumer from 
the first contact with the brand (awareness phase), through different described decision levels, to the 
repurchase and recommendation (loyalty). Many models have been developed for this purpose in re-
cent years (Folstad & Kvale, 2018). Their aim is to depict a causality of different levels, as well as their 
legitimacy. Most models are based on the assumption of a certain linearity of the processes over pre-
defined levels, which, depending on the authors, have different numbers. 

Upon closer examination, the majority of CJ models are related, directly or indirectly, to the approach 
of the Customer Experience (CE) (Lemon & Verhoef, 2016, p. 69). McKinsey research with more than 
200 companies (Edelman & Singer, 2015) showed the operational relevance of the CJ for marketing: 
On the one hand, well-designed CJs offer such added value that customers remain loyal to the com-
pany not only because of brand performance, but also because the CJ is perfectly designed. On the 
other hand, well-designed CJs also offer the opportunity to gain a real competitive advantage - espe-
cially in times of increasingly interchangeable product offers.  

The constructs CE and CJ have been discussed in detail for several years both in science (e.g. Verhoef 
et al., 2009; Homburg et al., 2017) and business practice (e.g. Edelman & Singer, 2015; Rosenbaum et 
al., 2016; Schwarz, 2019). On closer examination, both concepts are closely related to each other: 
When used correctly, a CJ map helps to optimise the costumer experience - and this in relation to the 
large number of all brand-specific touch points (Lemon & Verhoef, 2016, p. 74; Richardson, 2010). This 
is the reason, why improving CJs, and in the result optimal CEs, are one of the most important strategic 
topics in a lot of companies (Accenture, 2015): Big players like Google, Amazon or KPMG install the 
position of a CE vice president, chief CE officer or similar managing positions in their companies. In 
recent years, numerous models and schemes have been developed. As a result, linear flow diagrams 
and cyclic models, such as the Loyalty Loop from the management consultancy McKinsey (Court et al., 
2009), are being developed.  

The various publications provide different definitions of the term CE. For the following explanations, 
the interpretation of Verhoef et al. (2009) will be followed. The authors define the CE as the customer’s 
cognitive, affective, emotional and physical responses of a company’s offer (Verhoef et al., 2009). Ac-
cordingly, consumers are also the focus of the subsequent considerations of the CJ. Only this perspec-
tive makes it possible to understand the different CJ approaches and finally to reflect critically.  

In this context, two distinct research gaps can be made out: 
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(1) What is certain is that the main weaknesses of these models are the fact that (a.) phenomena, 
such as the unreflective spontaneous purchase and (b.) the strength of the connections be-
tween the various influencing factors have not yet been sufficiently analyzed (Lemon & 
Verhoef, 2016, p. 88). 

(2) Another scientific gap is the fact that the majority of CJ models come from the field of digital 
sciences. Lemon and Verhoef (2016, p. 88) therefore demand: “This work should be extended 
in the offline-world. For example, researchers could examine not only sales effects but also 
how distinct touchpoints (brand, customer, partner and social/external) simultaneously con-
tribute to the CE in different phases of the CJ”. 

In particular for the fashion, footwear and accessories sector, it should also be noted that most of the 
customers decisions are not taken on a rational level. On the contrary, they are largely highly emo-
tional. It is precisely the goods of this economic sector that serve consumers to present their identity 
and personality to the outside world (Loussaief et al., 2019). Based on Maslow's pyramid of needs 
(Maslow, 1987, p. 150), branded clothes and accessories in particular are most of the time used to 
satisfy social needs and the desire for recognition (Krämer & Schmutz, 2020). We are at the higher 
levels of the pyramid, the satisfaction of growth needs. Purchasing decisions in this area are usually 
not made on the basis of functional-objective criteria, but far more on the basis of emotional purchas-
ing criteria.  

In the past decades, a wide range of studies have been conducted that go far beyond the above con-
siderations at "Maslow-level" (Pham & Lee, 2019). 

1.2 Research questions 
Correspondingly, the purchase decision process itself is usually comparatively irrational and emotional 
- even under the condition of limited resources like money, space etc. (Hamilton et al., 2019). In the 
field of fashion and accessories, therefore, CJs and experiences are usually strongly discourse-oriented, 
as consumers make their decisions dependent on a number of external factors, in particular on con-
scious or unconscious exchanges with third parties like opinion leaders, influencers, friends, acquaint-
ances and others (Hughes et al., 2019).  

This is only one example of the fact that consumer research should not only analyze the temporally 
logical sequence of customer contacts. Another example is the pricing policy of a brand: here the rule 
of thumb is that the higher the price positioning of a brand, the stronger the social and psychological 
purchase motives (Krämer & Schmutz, 2020). The majority of existing CJ and CE models only superfi-
cially consider these factors, because they are more social-psychological than chronological. However, 
the importance of these factors cannot be denied. In behavioral economics, these anchor effects are 
discussed in detail (Furnham & Boo, 2011; Wansink et al., 1998). 
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The present study analyzes whether, in addition to the causal-logical processes of the various CJ and 
experience models, further explanatory patterns exist as to how a consumer from an initial contact 
with a brand ultimately becomes a consumer and later a repeat buyer. In particular, it will be investi-
gated in how far the different stages of the CJ exert influence on each other (Lemon & Verhoef, 2016) 
even though to differing degrees. 

This leads to the formulation of three research questions guiding the process of this study: 

RQ1:  Can the temporally logical sequence of the CJ be supplemented by further dimen-
sions? 

RQ2:  Can the temporal sequential approach of the CJ be expanded into a secondary verti-
cal dimension by considering non-linear relationships based on empirical data? 

RQ3:  Can customer purchase decisions be modelled in a non-linear environment? If so, 
what are the main determinants thereof? 

Based on a comprehensive theoretical model of the CJ, deduced in the second section of this study, 
these three questions are in the third section studied empirically for a representative dataset of 1050 
women. The fifth section concludes on derives recommendations for practitioners. 

Note: The informed reader might skip the section 2.1 through 2.3 that provide a background on CJM, 
CRM and CEM as summarized by the Triple-C-Model in section 2.4. 

2 Theoretical Background and Literature Review 

2.1 Customer Journey Management (CJM) and related models 
From the marketing perspective, there are distinct fields of CJ research. One strand of research con-
sidered the customers’ decision process from becoming aware of a brand or product to making the 
purchase decision (Lee, 2010) while other strands focus more on loyalty (Buttle, 2006; Court et al., 
2009). In this perspective, the experiences and behavior of customers are primary analyzed according 
to a predefined process, structures in steps like awareness, familiarity, consideration, purchase and 
loyalty (e.g. Court et al., 2009). Other publications work with different process-concepts and define a 
three-step model with a “pre-purchase”, “purchase” and “post-purchase” model (Lemon & Verhoef, 
2016; Rosenbaum et al., 2016). In the world of marketing, the different models are labeled as “buying-
“, “purchase-“, or “brand-funnel” too (e.g. Jansen & Schuster, 2011). It is obvious: in science and prac-
tice, there are many labels for the same topic. 

The oldest concept is the well known AIDA-formula (Lavidge & Steiner, 1961) or its newer variation the 
ASIDAS-formula (Brysch, 2017, p. 39; Opresnik & Yilmaz, 2016, p. 18). The CJ-, and brand funnel-con-
cepts (Dierks, 2017, p. 17) are further developments of the AIDA formula too. Folstad and Kvale (2018) 
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offer a good and in-depth overview about this. The McKinsey Loyalty Loop was one of the first ap-
proaches that led to a serious further development of the CJ concept (Court et al., 2009). 

Therefore, the idea of CJs and the related field of CEs is not new. Lemon and Verhoef (2016, p. 71) 
identified in their study the development of the CE across the last six decades. From decade to decade, 
the focus moved deeper into the decision-making process of the customer, as well as in the necessary 
marketing structures and processes inside the brand companies. For the present study, the focus is on 
the decision-making process of the customers and its determinate variables.  

Table 1: Comparison of the Relevant Models - A Symbolic Overview 
Author & model Pre-purchase-stage Purchase Post-purchase-stage 
Rosenbaum et al., 2016:  
CJ map pre-service service post-service 

Lavidge & Steiner, 1961:  
AIDA awareness  interest  desire action     

Dierks, 2017:  
CJ awareness familiarity consideration  purchase loyalty    

Opresnik & Yilmaz, 2016:  
ASIDAS attention search interest desire action share    

Court et al., 2009:  
Loyalty loop (awareness) consider evaluate buy enjoy advocate bond (loop) 

Source: Own Table 

Table 1 compares the different models in summary form. Their structure is oriented towards the spe-
cific complexity of the models: from top to bottom, the differentiation into sub-steps, and thus the 
number of variables analyzed, increases line by line. 

Only some exemplary alternative models are presented in Table 1. Studies with a specialization on this 
subject (e.g. Folstad & Kvale, 2018 or Lemon and Verhoef (2016)) show that many alternative models 
and representations have been published in recent years. However, providing such an all-encompass-
ing overview is not the aim of the present study. However, it is important to note that the different 
models have three central phases: the pre-purchase stage, the purchase stage and the post-purchase 
stage. In the subsidiary individual steps, however, they already differ (zero to four differentiating 
steps). In the meantime, there are so many alternative models that Rosenbaum et al. (2016) called 
their introductory section of their article "the customer journey map confusion". They point out that 
so many and varying concepts are now available, that neither science nor practice are able to deter-
mine the "best" CJ map (p. 2).  

They identified the differentiation of CJs into a horizontal (1) and a vertical (2) level as a particular 
challenge. While the determination of the horizontal presentation, i.e. the actual process model, is 
relatively simple, the main challenge is the determination of the vertical presentation. Some authors 
use this axis to reflect sociopsychological factors like feelings, attitudes, values (e.g. Lingqvist et al., 
2015). Other authors locate here the brand touchpoints, communication and distribution channels, or 
design alternatives (e.g. Court et al., 2009; Skinner, 2010).  
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At the latest, from this level of differentiation onwards, the confusion among managers and scientists 
is quite understandable. Rosenbaum et al. (2016) offer an alternative: In their study "how to create a 
realistic CJ map" they use the example of services at one of the world's largest shopping malls in the 
USA, the Highland Park Mall, to show which alternative strategic service activities (vertical axis) can be 
used at which touchpoint (horizontal axis) to generate a maximum of success via the individual CJ of a 
customer (pp. 5).  

This study does not deal with services rather than brand products in the lingerie sector, making this 
model not an ideal basis for an empirical study. However, it is important to note the finding of 
Rosenbaum et al. (2016) that various influencing factors correlate with one another, especially on the 
vertical axis - and this in different combinations and intensities (p. 7).  

The models mentioned above have one thing in common: They declare a (chrono-)logical and linear 
relationship between the different process steps (horizontal level). However, they do not specifically 
declare the determining variables of the decision-making process and, above all, the strength of the 
influence of individual variables on potential purchasing behavior. From the perspective of the scien-
tifically thinking practitioner, Richardson (2010, p. 3)Klicken oder tippen Sie hier, um Text einzugeben. 
therefore pleads to expand the one-dimensional linear view of CJs by the following perspectives:  

• “Actions: What is the customer doing at each stage? What actions are they taking to move 
themselves on to the next stage?  

• Motivations: Why is the customer motivated to keep going to the next stage? What emotions 
are they feeling? Why do they care?  

• Questions: What are the uncertainties, jargon, or other issues preventing the customer from 
moving to the next stage? 

• Barriers: What structural, process, cost, implementation, or other barriers stand in the way of 
moving on to the next stage?” 

In relation to these questions, the present publication attempts to gain further insights, especially re-
garding the strength of the influence of the areas of action and motivation on the buying action in 
general and willingness-to-pay in particular. 

2.2 The Customer Relationship Management approach 
The Customer-Relationship-Management (CRM) is strictly speaking a continuation of the CJM ap-
proach (Lemon & Verhoef, 2016). Like the CJM approach, CRM has been viewed from various perspec-
tives since its introduction at the turn of the millennium. Customer acquisition and long-term customer 
retention were the main perspective of earlier CRM definitions (Ling & Yen, 2001; Winer, 2001). In the 
1990s CRM gained importance and was really popular among IT vendors (Payne & Frow, 2005). Some 
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authors have defined CRM as a business strategy (Jackson, 2005). However, other authors have re-
ferred to CRM as a data-driven approach that aids in examining the customers’ existing needs and 
profitability (Fitzgibbon & While, 2005).  

In the literature, different points in time can be found from which stage of the CJ an organization's 
active CRM is used: customer acquisition (Cambra-Fierroa et al., 2017; Winer, 2001), customer qualifi-
cation, or, in most publications, the customer retention/loyalty (see overview in Sota et al. (2018)). We 
will follow the definition of Cambra-Fierroa et al. (2017): “From a practical point of view, managing 
successful customer relationships begins with identifying and acquiring the right customers”. We share 
this view that "true" CRM begins with the acquisition of the “right customer”, i.e. the one who fits the 
specific offer/brand. This statement is important for the derivation of the model presented later thus, 
our model shown in Figure 1 also does not begin with any kind of customer qualification, but rather 
with the first phase of customer contact - the generation of awareness. n this sense, CRM is a customer-
centric approach that cannot be assigned exclusively to the marketing department. Rather, it must be 
seen as a holistic approach in which the company’s units of sales and service in particular must also be 
integrated. 

As the study results of John (2018) show, CRM based on IT solutions can be divided into the following 
categories: operational CRM, analytical CRM and collaborative CRM. The current study focuses primar-
ily on operational CRM. The corresponding IT applications have the goal to integrate all information 
about the (potential) customers from “the front” to “the back office”. These solutions can help in the 
automation of key business processes (marketing, sales, and customer service), so that all these pro-
cesses can be made more efficient and effective (Venturini & Benito, 2015). 

2.3 The Customer Experience Management (CEM) approach 
In science and practice, there are many definitions and derivations of the terms Customer Experience 
(CE) and Customer Experience Management (CEM) (Homburg et al., 2017). Presenting and discussing 
the alternatives is beyond the scope of this study. Therefore, for the following steps of this paper, a 
holistic definition of CE (based on Brakus et al. (2009) and Verhoef et al. (2009)) will be used, which 
summarizes the essential characteristics: “CE is the involvement of a person’s sensorial, affective, cog-
nitive, relational, and behavioral responses to a firm or brand by living through a journey of touch-
points along prepurchase, purchase, and postpurchase situations and continually judging this journey 
against response thresholds of co-occurring experiences in a person’s related environment. In this re-
gard, a touchpoint represents any verbal (e.g., advertising) or nonverbal (e.g., product usage) incident 
a person perceives and consciously relates to a given firm or brand” (Duncan & Moriarty, 2006). Within 
this definition, the overlaps with the concept of the Customer Journey Management (CJM) are clearly 
visible. 
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However, there are some core differences discussed too: Meyer and Schwager (2007) differentiate 
CRM from the perspective of “knowing customers and leveraging that data” from CEM from “the per-
spective of knowing about customers reactions and behave” in real time and leveraging that data. 
Payne and Frow (2005), however, consider these two aspects as included in a strategic perspective on 
CRM, which helps determine whether the “value proposition is likely to result in a superior CE.” These 
overlaps have also became evident in practice, and Davey (2012), managing editor of MyCus-
tomer.com, was asking, “is CEM the new CRM?”.  

2.4 The connection between the three different groups of “customer” models 
In the above explanations, various concepts are listed that place the consumer at the center of strate-
gic considerations of brand and fashion management. In summary, there are implicit and explicit links 
between the concepts discussed above 

• Customer Journey Management (CJM) 
• Customer Relationship Management (CRM), and 
• Customer Experience Management (CEM),  

These models are often isolated or distinguished from each other in the literature. It is questionable 
whether these areas of science really need to be separated from each other, or whether there are 
central overlaps (Lemon & Verhoef, 2016). Meyer and Schwager (2007) have already noted that CRM, 
for example, focuses on the knowledge about the consumer. From their point of view, CEM, on the 
other hand, focuses on knowledge regarding the reactions of consumers, and thus their behavior. In 
this perspective, CEM would mean a deepening of the knowledge of CRM. Homburg et al. (2017) sug-
gest differentiating between the two approaches. According to their findings (see Table 2), CEM is 
characterized above all by a higher dynamism and individualization of the measures than CRM. 

Table 2: Demarcation of CRM and CEM 

 CRM CEM 
Cultural Mindsets - Experiential response, touchpoint 

journey, and alliance orientation 
Strategic directions Multichannel integration and 

personalized customer interac-
tions as key elements of profit-
able customer relationship 

Thematic cohesion, consistency, 
context-sensitivity, and connectiv-
ity of touchpoint journeys as key el-
ements of loyalty-driving CE 

Firm capabilities Effective use of market data 
through the periodic planning, 
implementation, and monitor-
ing of customer relationship 

Effective use of market data 
through the continual design, prior-
itization, monitoring, and proactive 
adaptation of CE 

Primary goals Customer retention and profit 
maximization 

Customer loyalty and long-term 
growth 

Source: Shortened version of (Homburg et al., 2017) 
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Additionally, as Homburg et al. (2017) found in their qualitative study, successful CEM concepts are 
based on the following capabilities of companies: Developing a touchpoint journey design, touchpoint 
prioritization, continuous touchpoint journey monitoring and touchpoint adaptation based on this. In 
the context of the present study, the above findings of CRM and CEM research are accordingly supple-
mented by the findings of CJM research. As a result of this combination, we have developed the inno-
vative "Triple-C-Model" (Figure 1) described below. 

The Triple-C-Model puts the three approaches in a logical context. The starting point is the findings of 
the scientific field of CJM (see Table 1). The models assigned here define the fundamental and chron-
ological steps of the consumer from the first contact with a fashion brand (awareness) to the re-use/re-
purchase of this brand (loyalty). For the Triple-C-Model, it is initially not relevant which CJM model is 
used. Much more important is the fact that there is a logical process sequence that can be used as a 
template for both CRM and CEM.  
 

 
Figure 1 Relationship between CJM, CRM & CEM – the „Triple-C-Model“  

Source: Own Figure 

Based on this perspective, specific marketing tools with specific offers must be used in each stage of 
the CJ to maximize the customer relationship. From this perspective, "real" relationship management 
is not just a digital line in a database (customer master data). From this perspective, CRM is a holistic 
management approach, with the objective of understanding the customer from the beginning in order 
to target them through different marketing tools along the CJ (e.g. Barcelo-Valenzuela et al., 2018).  

However, as shown in section 2.2, there is currently no single definition of CRM. One main reason for 
this is that it is defined from different perspectives (for an overview see Cambra-Fierroa et al., 2017, 
p. 318). Nevertheless, two central commonalities exist:  

• CRM is the management of long-term customer relationships (e.g. Gummesson, 2004; Payne 
& Frow, 2005; Zablah et al., 2004).  

• CRM aims to achieve a real competitive advantage by managing profitable customer relation-
ships.  

Both can only be realized if the customer has a positive experience with the brand at every touchpoint. 
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This is where the CEM in the "Triple-C-Model" comes in. The following basic assumption is important 
at this point: According to the model, the CE is the result of a contact (touchpoint) with a brand.  In 
this perspective, CEM pursues the central goal that all active CRM measures in every phase of the CJ 
also ensure brand-compliant, and above all, positive experiences. According to the "Triple-C-Model", 
these experiences act like a gatekeeper: only if the consumer has had a positive experience with the 
brand's appearance at a specific touchpoint, he or she will take a step further in the CJ.  

Overall, the "Triple-C-Model" shows the linearity of a chronology already mentioned - especially the 
CJ in its primarily horizontal representation. We see the other two models (CRM & CEM) as comple-
mentary perspectives: they are also fundamentally based on a chronological assumption, but here the 
focus is on the factual alternatives for realizing each CJ process step. This is, as a second basic assump-
tion of our model, the vertical perspective (see Lingqvist et al. (2015); Court et al. (2009) and Skinner 
(2010)). This means: within the framework of CRM, marketing management has various instruments 
at its disposal at the same time (communication and sales channels, product and pricing policy, service 
concepts, …). These instruments can also be designed differently (design, tonality, exclusivity, ...). On 
this vertical level, the entire range of marketing instruments can be used - suitable for the specific 
stage of the CJ. 

Table 3:  Exemplary representation of the interrelationships between the three levels of the "Tri-
ple C Model” 

CJM Awareness Familiarity Consideration Purchase Use Loyalty 

CRM 

(touchpoints 
to be man-
aged) 

• Mass media 
• POS 
• SEO / SEM 
• Banner advert. 
• Social Media 
• Paid content 
• OOH 
• … 

• Mass media 
• POS 
• SEO / SEM 
• Banner advert. 
• Google search 
• Social Media 
• Paid content 
• OOH 
• Website 
• … 

• Own website 
• Google search 
• Brochures 
• Distribution con-

cepts 
• Product & 
• Pricing policies 
• Online & Offline 

communities 
… 

• Distribution con-
cepts & 

• Availability (sales 
channels) 

• POS concepts 
• Sales staff 
• Selling process 
• Product & 
• Pricing policies 
• Packaging 
• … 

• Quality &  
• Benefit &  
• usability of 

the product 
• Product re-

lated services 
• Product re-

lated Apps 
• Availability of 

accessories 
• …   

• Value Added 
services 

• Newsletter 
• Loyalty pro-

grams 
• Service units 
• Call Center 
• Apps 
• Recycling ser-

vices 
• … 

CEM 

(dimensions 
of expe-
riences) 

• Conformity with 
symbolic &  

• functional  
needs 

• Conformity with 
symbolic &  

• functional  needs 

• Conformity with 
lifestyle & 

• Fashion design 
preferences 

• Value for money 
(symbolic & func-
tional) 
 

• Style of goods 
presentation 

• Handover style 
• Speed of process 
• Tonality 
• Willingness to 

pay 

• Real experi-
ences using 
the brand of-
fer 

• Feedback of 
the social en-
vironment 

• Appreciation 
• Quality &  
• speed of reac-

tion 
• Event experi-

ence 

Source:  Own Table 

Table 3 shows the logic of the Triple-C-model by using selected CRM tools: Different marketing tools 
(touchpoints) can/must be developed and launched for each stage of the CJ. The design of these tools 
must be able to ensure that the experience of each (potential) customer is positive (CEM). This means 
that the measures and their design must be chosen in a way that latent, abstract and/or rational needs 
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are addressed. If this is not the case, if the consumer's experience is either neutral, or even negative,  
the specific "gate" is not passed through. In this case, the consumers' probability of purchase and use 
of a specific underwear brand is very low. In this sense, the three different C-models do not have to be 
distinguished from each other. Quite the opposite: in our Triple-C-model, they are rather a mutual 
complement that shows a stronger specification of goals and measures from level to level. Marketing 
managers who are aware of these interrelationships are also in a position to achieve optimal sales 
success - and not only in the area of underwear brands. 

The following explanations therefore deal with the central question of which vertical factors have the 
greatest influence on a customer's decision to buy/use a product, and thus on the probability of pur-
chase and the willingness to pay. Different factors of a classic marketing concept that the CEs within 
the framework of his individual CJ are considered. These management parameters must not be con-
sidered in isolation. Rather, the present study attempts to work out the strength of the interrelation-
ships between the different levels. For example, the influence of the material properties of the lingerie 
or even brand knowledge on the customer's willingness to pay will be investigated. 

3 Analytical Framework 
Building on the implementation of the „Triple-C-Model“ in Figure 1 there are six conceptual units. In 
the course of this analysis, only the first five are considered – the loyalty aspect is excluded as it is 
tackled by other theoretical approaches like the RFM framework (Patel et al., 2021). Of these five units, 
three are operationalized by two sets of questions each. The unit Familiarity is operationalized via one 
set of questions and the unit Use via three sets. These sets of questions are referred to in the course 
of the analysis as building blocks BB1 to BB10 to differentiate them from the conceptual units.  

Table 4 provides an overview over the building blocks and the implemented conceptual units, as well 
as the abbreviations used. An overview over the sub-categories / sets of questions of all building blocks 
except for BB9 (single metric variable) can be found in Table 8 in the appendix. 

Table 4: Abbreviations 

Building Block Abbrevia-
tion 

Scale Sub-Catego-
ries 

Conceptual 
unit 

Abbrevia-
tion 

Information Gathering BB1 Nominal 13 Awareness CU1 
Influencers BB2 Nominal 8   
Brand Knowledge BB3 Nominal 8 Familiarity CU2 
Selection Criteria BB4 Ordinal 11 Consideration CU3 
Material Preferences BB5 Nominal 6   
Point of Sale BB6 Nominal 10 Purchase CU4 
Willingness-to-Pay BB7 Metric 6   
Motives for using under-
wear 

BB8 Metric 10 Use CU5 
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Time for Selection BB9 Ordinal 1   
Special Occasions BB10 Nominal 8   

Source:  Own Table 

Using the notation from Table 4, the „Triple-C-Model“ implemented in this study can be rewritten as 
seen in Figure 2. 

 

 
Figure 2: Implemented Version of the Triple-C-Model 

Source:  Own Figure 

Considering the research questions, first, the consistency of the multi-block conceptual units is ana-
lyzed. Second, the strength of the links between the conceptual units as motivated by Figure 2 and the 
„Triple-C-Model“ is estimated (Research Question RQ1). Finally, the results are used to argue the va-
lidity of the „Triple-C-Model“. 

Considering that the linear "Triple-C-Approach" to the CJ is not able to capture the complexity of all 
the different relevant links between all building blocks and conceptual units, a two-dimensional non-
linear network structure is proposed as a new alternative perspective on the CJ (Research question 
RQ2).  

Keeping research question RQ3 in mind, an artificial neural networks approach is used (e.g. Hastie et 
al. (2009) and Nunes Silva et al. (2017)) to provide an estimate of the overall importance of the differ-
ent impact factors with regard to the willingness-to-pay for underwear. The advantage of using Artifi-
cial Neural Networks (ANN) in addition to classical statistical methods lies in the fact that they provide 
good results even in the presence of complex, non-linear relations, potential problems with multi-col-
linearity or simply a limited sample size and many dependent and independent variables (Hassoun, 
2003; Hastie et al., 2009; Whitby, 2003). Tkac and Verner (2016) provide a most comprehensive over-
view on the use of ANN in a business context. In Patel et al. (2021) ANN have been successfully used 
to determine the relevance of input factors in a comparable context. The quality of the results was 
superior to those of a classical regression analysis and due to the better real-time scalability of ANN as 
compared to a regression analysis regarding data availability ANN provide a practically speaking more 
relevant tool. 
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4 Analysis 

4.1 Description of the Data Set 
A set of 1,050 women, aged 35 to 49 years (roughly representing generation X as defined by Strauss 
and Howe (1991)), completed a detailed questionnaire on their decision-making and habits when buy-
ing and wearing underwear. Considering, this cohort captures women that still have a strong interest 
in fashion while also having the monetary means to realize these interests. The 1,050 women in the 
data set are uniformly distributed across the 15 different years of age, with each year of age repre-
sented by a minimum of at least 59 women.  

99.5% of the women explicitly state their income, and all income categories contain at least 68 women 
each. Categories 501€ and above contain at least 172 women each. Similarly, the data set contains a 
relevant number of women for each category of city size. Finally, all types of marital / family statuses 
are represented in significant quantities as well. 

The originally implemented questionnaire consisted of twenty questions of which two were used for 
screening purposes (gender and age), four for the collection of additional sociodemographic data and 
personal values and one for the opinion regarding the brand Lascana (the original initiator of the sur-
vey). Of the thirteen remaining questions, ten represented the ten building blocks motivated above. A 
shortened version of the translated questionnaire has been included with the appendix. 

4.2 Consistency of the Conceptual units 
Conceptual unit CU2 (see Table 4) is the only unit represented by a single building block, and thus is 
excluded from this preliminary analysis.  

Table 5 shows that of the remaining four units, the first CU1 reports a very strong internal coherence 
as the two building blocks BB1 and BB2 are strongly associated – the test conducted reported a signif-
icance level of 0. 

Unit CU3 reports a decent, even if not very strong internal coherence, as five out of eleven tests turn 
out to be significant – even with a significance level of 0. Thus, the internal coherence of this building 
block is not so much influenced by an inherent instability as by the fact that for some selection criteria 
the choice of material is rather predetermined. I.e. this becomes particularly obvious with aspects like 
sexiness and functionality, where there also persists a very strong relation between selection criterion 
and material preference.  

The fourth unit, consisting of the point of sale and the willingness-to-pay, reports only a very low in-
ternal coherence. Thus, this unit might summarize two distinctly different aspects motivating a model 
based on the building blocks rather than on the conceptual units. 
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Finally, unit CU5 reports a rather strong internal coherence, except for the relation between the mo-
tives for buying underwear and special occasions. As with unit CU3, this is not surprising at all consid-
ering that between some occasions and motives very strong relations are self-evident whereas for 
others any type of relation would be rather hard to be explained. I.e. sexiness and attractiveness are 
very strongly related whereas solemn occasions and feeling well are not related in any which way. 

Thus, using the conceptual units as inherently consistent units in the „Triple-C-Model“ is only in partly 
backed up by the data set. Due to the low consistency of CU3 and CU5 in particular, the first part of 
the ongoing analysis is based on a more detailed perspective by implementing the building blocks BB1 
to BB10 instead of the units CU1 to CU5. Not only will this decision reduce the overall complexity, it 
will make the results easier to be interpreted by decision makers. 

4.3 Testing the Triple-C-Model 
Using the abbreviations from Table 4 and the notation introduced in the previous methodological sec-
tion, Table 5 can be constructed summarizing the results of the quantitative evaluation of the “Triple-
C-Model”. 

Table 5:Strength of the Relations between the Building Blocks 

 

Source: Own Table 

Each column or row represents one of the ten building blocks; fat horizontal and vertical lines are used 
to mark – in accordance with Table 4 – the conceptual units. The relations within the fat outlines should 
be strongly pronounced as they describe the conceptual units, which are to be inherently homogene-
ous. The parts below the conceptual units marked by medium-sized outlines describe the relations that 
are to be assumed if the model depicted in Figure 2 holds. All other relations are not part of the tradi-
tional approach to the CJ. As the table is symmetrical, only the lower left part of the table is presented. 

Except for the weak link between block BB6 and those in unit CU5, which has a dampening effect on 
the overall strength of the link between units CU4 and CU5, all other units are consistently links to 
their corresponding neighbors. Many of the links – medium and dark gray - can be considered to be 

CU2
BB1 BB2 BB3 BB4 BB5 BB6 BB7 BB8 BB9 BB10

BB1 0
BB2 0

CU2 BB3 0.875 0.375
BB4 0.261 0.636 0.375 0.455
BB5 0.016 0.003 0.625 0.455
BB6 0 0.051 0.375 0.261 0.058 0.104
BB7 0.469 0.625 0.375 0.667 1 0.104
BB8 0.376 0.487 0.267 0.45 0.6 0.163 0.417 0.7 0.423
BB9 0 0 0.25 0.727 0 0.475 1 0.7 0.714
BB10 0 0 0.5 0.727 0 0.019 0.66 0.423 0.714

CU1

CU3

CU4

CU5

CU5CU1 CU3 CU4
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very strong. The „Triple-C-Model“ does not conflict with the data set and thus is considered valid for 
the sector of women’s underwear, and first positive evidence for research question RQ1 results. 

While a comprehensive CJ can be constructed incorporating all conceptual units, not all building blocks 
are strongly linked with all building blocks of their predecessor or successor unit. The only weak point 
in the overall model seems to lie with building block BB6 – the point of sale. 

Thus, the „Triple-C-Model“ as introduced can be empirically verified, even though a problem remains 
insofar as it is not possible to use the data set to establish causal relations between any of the concep-
tual units or even between any of the building blocks. 

4.4 A Multidimensional Approach to the Customer Journey Construct 
Considering the potential problem of strong and significant links between building blocks that are not 
backed by the „Triple-C-Model“ or any linear model of the CJ as introduced in section 2 (the outside 
fields in Table 5), this section considers the second of the motivated research questions and expands 
on the linear approach to the CJ. Aside from describing relations between two building blocks that are 
not part of the „Triple-C-Model“, these significant links give rise to the existence of potential moder-
ating or mediating effects inside the model. Table 5 particularly shows that at least six links of the fields 
report strong relations between building blocks that are not considered in the “Triple-C-Model” like 
(BB1-BB9, BB1-BB10, BB2-BB9, BB2-BB10) or (BB5-BB9, BB5-BB10) exist with other omitted relations 
being of no minor relevance either. 

This implies that while the data can be fitted into the „Triple-C-Model“ it might be more suitable to 
consider an extended model based on the data set and thus move from a theory-driven to a data-
driven perspective in analyzing the CJ. Considering that in the discussion above and in the correspond-
ing literature an additional vertical dimension to the traditionally linear CJ has been advocated, the 
presence of significant interlinkages between the different building blocks would indicate the presence 
of such a vertical dimension. 

To represent the CJ in a two-dimensional more illustrative way the coloring scheme applied in Table 5 
is used to assign each a relation a weight; a single digit number representing the strength of the rela-
tion (0 – white / 1 –  light gray / 2 – medium gray / 3 – dark gray).  

The resulting matrix with ten rows and ten columns can be interpreted as a 10x10 adjacency matrix 
representing a network. An adjacency matrix is a quadratic matrix where each column and row repre-
sent a node in a network – (Goodrich & Tamassia, 2015). Here each building block represents one of 
the nodes in a 10-node-network.  An entry in row i and column j of the adjacency matrix describes the 
strength of the link/edge connecting node i to node j. E.g. the strength of the edge connecting BB4 and 
BB7 can be found as the element in the fourth row and seventh column in Table 5. This field is medium 
gray, therefore the strength of the respective line would be 2.  
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The matrix is symmetric if the network and the relations are undirected, as the relations results from 
symmetric measures. The edges in the corresponding graph are displayed therefore as two-way ar-
rows, reflecting that effects can occur both ways. The resulting network is illustrated in Figure 3. In the 
graph, black arrows mark relations between nodes belonging to the same conceptual unit, while me-
dium gray arrows mark relations that are to be expected if the „Triple-C-Model“ is considered. Light 
gray lines describe relations not covered by the Triple-C-Model. 

Figure 3 shows that a significant number of very strong relations exist that are not part of the “Triple-
C-Model” and the degree of cross-linking also differs in intensity. While this has already been evident 
from Table 5 the advantage of a network-based approach is that it allows for more intuitive insights 
into the relevance of the different nodes / building blocks of the CJ thus supporting the study of re-
search question RQ2. However, while the graph illustrates that a one-dimensional linear model is not 
sufficient to explain the structure inherent in the data, it does not invalidate the temporal logic of the 
CJ concept per se. 

While a very dense network exists, four of the nodes play a more marginal role – Point of Sale, Motives 
for using underwear, Selection Criteria and Brand Knowledge. Arguments with regard to all four of 
these blocks have already been given in the previous section.  

In addition to the classical linear model of the CJ as illustrated in Figure  this approach has the ad-
vantage that is can be used as a multidimensional tool for decision makers focusing on different parts 
of the network. E.g. a social media manager might be particularly interested in the specifics of the 
‘Influencers’ node and its relations to all the other nodes – in strong ones like the one to the material 
preferences as well as in weak ones like the point of sale. 

If the relations illustrated in Figure 2 could – in a succeeding study – be established as causal effects 
the network model can be used to determine whether a main linear route exists. It additionally would 
provide insights into whether the other pronounced links simply act as feedbacks, mediators, moder-
ators or whether the needs to be inherently rethought. Such a directed network model can be used to 
study how ‘experience’ or ‘information’ is transmitted in this network.  

Additionally, building on these results, a new survey using a simpler operationalization of the building 
blocks would allow for an estimation in a structural equation model. A model thus extended would 
then allow for more sophisticated simulations and strategic planning. It thereby could offer decision 
support on strategies to cope with external shocks as well as on managing the effects of shocks com-
panies decide to introduce on their own e.g. as part of their marketing activities. 
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4.5 Willingness-to-pay in an artificial neural network approach 
 

  

Figure 3:  Building blocks of the „Triple-C-Model“ in a Network Layout 

Source:  Own Figure 

Figure 3 clearly shows the most important and most central block in the network is the ‘Willingness-
to-pay’. It also is the most important success factor for retailers and furthermore reflects the ‘Purchase’ 
part of the CJ. The empirical results thus far can therefore additionally be used as motivation for re-
search question RQ3.  

While the figure already gives us a first insight into the integration of the willingness-to-pay into the CJ 
affirming research question RQ3, it still remains open which of the other building blocks impacts will-
ingness-to-pay in which way and which of them has the overall strongest effect. To tackle this third 
research question, the succeeding section employs an artificial neural network approach. 

Artificial neural networks (ANN) can be used in a broad range of applications due to their prominent 
features of being very adaptable and offering good results in the absence of big data and linear rela-
tions. While Whitby (2003) provides an introduction into the topic, Tedesco (1992) or Woelfel (1992) 
provide early applications of ANNs to marketing related questions. Kietzmann et al. (2018) present one 
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of the approaches where artificial intelligence in general is applied with regard to the predicting as-
pects relating to the CJ. 

A significant advantage of artificial neural networks is that results can be continuously enhanced by 
incorporating the inflow of newly available data making them predetermined when working in a big 
data environment. 

While the data aspect is not relevant in the context of this study, the flexibility of the algorithm and its 
limited requirements with regard to the input data make it the ideal tool in studying research question 
RQ3.  

For the ongoing analysis, the implementation of the estimation for multilayer perceptrons in SPSS 26 
is used, which falls into the category of supervised learning with back propagation. An in-depth intro-
duction into the field of ANN can be found in Hastie et al. (2009). 

Following Hastie et al. (2009), an ANN consists of three main parts; the input layer, the hidden layer 
and the output layer. The hidden layer itself can consist of a number of layers, allowing the modelling 
of very complex designs. Figure 4 illustrates the typical design of an ANN and compares it with the 
typical design of a regression model. In the example, the ANN only consists of a single hidden layer 
which itself only contains a single node. It also shows that an ANN is not limited to a single output 
variable, which is the standard approach in regression analysis. 

While ANNs have the advantage that they generally deliver better results in the presence of non-line-
arities in the relations, they operate as black box estimators, meaning that it is nearly impossible to 
get an idea how each of the independent variables actually impacts the dependent variable(s). Only by 
resulting to sensitivity analysis is it possible to glean at least the relative importance of the different 
independent variables. 

The ANNs estimated are designed as three level networks with a single hidden layer. The stopping 
criterion in all estimations is the relative change in the training error, with the threshold being set to 
0.00001. Due to the stochastic nature of the learning process and thus the estimation of the synaptic 
weights, 25 consecutive runs each that are averaged generating the reported relative errors. In Table 
6 the first values report the averaged relative errors across all 25 runs. The values in brackets report 
the relative error for the best result with regard to each of the categories. The relative errors are de-
fined as the sum of squares errors for the dependent variable to the sum of squares errors of the 
model, where the mean value of the dependent variable is used. 

In all estimated models, the inputs are the questions for the different sub-categories, as referenced in 
Table 8 in the appendix. In the results, they are referred to as impact factor as they influence the out-
come in each of the building blocks. 
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Figure 4:  Structure of an Artificial Neural Network 

Source:  Own Figure 

Willingness-to-pay can be split into six sub-categories – the six types of clothing considered here. A list 
of all sub-categories for all building blocks can be found in Table 8 in the appendix. A single artificial 
neural network is estimated for all six categories as dependent variables at once. Independent varia-
bles are the other nine building blocks or their corresponding sub-categories, respectively. Table 6 and 
Table 7 summarize the results of the estimation of an artificial neural network for the willingness-to-
pay.  

The model consists of six dependent variables and aims at explaining behavioral patterns. Thus, an 
overall relative error of 0.588 shows that the „Triple-C-Model“ offers a suitable framework for studying 
key aspects of the buying and payment decision. In particular, the WTP, as dependent variable in the 
respective model, can be explained very well. In addition to the results from Table 6 which summarizes 
the results of estimations where all observations were used for training the model, the data set can be 
split into a training and a testing set. The results for the training set will then reflect on the out-of-
sample and thus predictive quality of the mode. For the results in Table 6 the relative errors of a cor-
responding testing set are in each case within a 10% margin of the presented ones. Thus, the model 
also yields suitable out-of-sample results which, however, would not be suitable for exact forecasting. 
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Considering the partial results, they illustrate that the willingness-to-pay can be explained for some 
categories. These categories are also those that are also more frequently bought by the interviewees. 

Table 6:Relative Errors - Willingness-to-pay 

Willingness-to-pay Category Relative Error 
Bra 0.469 (0.382) 
Slip 0.517 (0.418) 
Bustier 0.754 (0.677) 
Body 0.722 (0.664) 
Underwear-set 0.494 (0.398) 
Nightwear 0.574 (0.508) 
Overall 0.588 (0.522) 

Source: Own Table 

While Table 6 reports on the quality of the estimates, Table 7 reports on the ten most relevant and the 
ten least relevant impact factors. The scores result from a sensitivity analysis as it is performed by the 
neural network implementation of SPSS 26. Since the independent variables can report different 
scales, a normalization is applied assuring that the impact score lies between 0 and 100. Comparing 
these results with Figure 3 proves the assumption right that the results displayed are strongly biased 
by moderator or mediator effects. Aspects of building block BB8 dominate the top 10 of impact factors, 
whereas Figure 3 reports only a marginal relation between these two building blocks. 

On the other hand, the bottom 10 factors show that links with the Point of Sale and the Influencers 
are only marginally linked to the willingness-to-pay, similarly to the results in Figure 3. Thus, artificial 
neural networks allow for a more flexible approach to modelling links within the Triple-C-Model. 

Table 7:Top 10 and Bottom 10 Impact Factors – Willingness-to-pay 

Top 10 – Impact Factors  Bottom 10 – Impact Factors 
Factor Normalized Score  Factor Normalized Score 
BB8 Shapewear 88.72  BB10 Feeling good 28.66 
BB8 Other 85.10  BB6 Department Stores 28.69 
BB8 Business 83.51  BB10 Feeling attractive 29.47 
BB4 Fit 82.09  BB6 Online Retailer 30.26 
BB8 Going out 81.19  BB1 Stores 30.88 
BB8 Festivities 80.33  BB1 Mail-order catalogs 32.07 
BB8 Sexiness 78.29  BB2 Partner 32.65 
BB8 Sport 76.93  BB10 Pure necessity 33.07 
BB1 Youtube 76.16  BB10 Body forming 33.17 
BB8 Period 74.66  BB6 Affiliate Retailer 33.23 

Other Social Media Channels, Radio excluded (less than 5 observations) 
Source: Own Table 
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5 Conclusions, Limitations and Outlook 

5.1 Summary of the Results 
Providing a comprehensive approach to the concept of the CJ, the multidimensional “Triple-C-Model” 
concept was developed. The authors consider this model a summary of the three parallel existing sci-
entific and management disciplines "Customer Journey", "Customer Relationship" and "Customer Ex-
perience Management". Strictly speaking, all three model groups serve to achieve optimal Customer 
Centricity Marketing. To test the model’s validity it is applied to a representative data set of 1,050 
women of generation X, capturing their views on different parts of the CJ when shopping for or wearing 
underwear. 

The analysis of this data set complements the theoretical model. The different stages of the CJ are 
logically based on each other following the “Triple-C-Model”; nevertheless it detects complex connec-
tions in individual decision-making that are not visible through the horizontal orientation of a CJ per-
spective alone. These ‘invisible’ connections have been considered in previous studies to the extent of 
loops or a vertical dimension; a meta-level to the CJ model. The aim of the study was accordingly to 
extend the pure horizontal perspective on the CJ. To this end, all possible connections - especially those 
not explicitly covered by the „Triple-C-Model“ - between the individual building blocks of the model 
were considered and modelled as a network structure.  

The network shows that many of the links identified (i.e. a number of links not covered by the horizon-
tal dimension of the “Triple-C-Model”) are very strong. A linear model is therefore too simplified to 
adequately capture the complexity of the customer's decision-making process, giving additional credit 
to studies considering the CJ a multidimensional construct. This applies in particular to modelling the 
willingness to pay for underwear. These results were reinforced by the application of an artificial neural 
network to ensure the consistency of the results. 

5.2 Insights for Practitioners 
This study offers valuable insights for practitioners in three regards. The Triple-C-Model provides prac-
titioners with a holistic view of the customer journey, relating it the CRM and the CEM perspective. It 
thereby stresses the applicability of tools from CRM and CEM in the context of CJM. 

Second, the study, by challenging the linear structure of the CJ shows that the customer decision pro-
cess at all stages is complex and multi-dimensional. The proposed network structure illustrates in detail 
relevant impact factors when discussing e.g. the willingness to pay. While there is no doubt that a 
success-oriented brand must proactively serve all stages, the results show brand management which 
stages have what value contribution to the success of a brand. As a result, scarce resources can be 
used even more efficiently in the future. Additionally, this can be achieved across all marketing levers 
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(product, price, sales and communication policy). Combining this with artificial neural network algo-
rithms help marketing experts to exploit available and growing big data pools while gaining valuable 
insights about the customer’s behavior patterns (Peng et al., 2020). 

Third, considering the availability of constantly growing big data pools the implementation of ANNs is 
self-evident. While in this study ANN have only been used to complement the basic analysis, for prac-
titioners they offer additional advantages. The weights in an artificial neural network are estimated 
based on a training data set. This, however, means that a starting set can be used to calibrate the 
synaptic weights (the ANN pendant to the coefficients / parameters of a regression model) in the net-
work and when new data becomes available this data can be fed into the network helping it to contin-
uously learn (adjust the synaptic weights) and become more precise (by reduction of the relative error) 
(Hastie et al., 2009; Kietzmann et al., 2018). Practitioners thus profit from having a modeling approach 
that allows for running suitable forecasts on critical indicators like the willingness-to-pay. While the 
data set with 1,050 participants implemented herein is already well proportioned before usable fore-
casts to support decision-making are possible a real big data set is required and a more sophisticated 
custom-made network design and algorithm should be applied. 

5.3 Limitations and Outlook 
For academics, this new approach in viewing the CJ gives rise to a number of additional research ques-
tions; first and foremost among them the existence of causal links within the network. Due to the 
nature of the implemented data set, no causal links could be established. This aspect can best be ap-
proached by aligning comparable data sets from different product and target group areas. 

While the data set offers a representative view of women from the set age group, it has the weakness 
to be only a snapshot of one point in time. The questions used in the survey did not yet consider any 
dynamics in behavioral patterns. Additionally, the study focused in particular on women by the age of 
35 to 49. As this is a rather narrow age group, the question arises whether the results of this study hold 
as well for women of different age groups or respectively for men. 

Considering the sample size of 1,050 women, representativeness of the sample can be assumed. As all 
participants originate from Germany, the scope of the study and thus its representativeness are how-
ever limited by the degree that the CJ for women’s underwear differs across nationalities. Future re-
search must also be extended beyond the segment of women’s underwear to test whether the results 
remain stable across other segments of the market and different sectors. 
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Appendix: 
Comments on the Statistical Methodology and the Notation 
To account for the specificity of the building blocks, the survey implemented a questionnaire consisting 
of different scales. Whenever the association of any two building blocks have been analyzed, not al-
ways has it been possible to use an aggregated version where each building block is represented by a 
single variable. As can be seen from Table 8, most building blocks consist of questions that cannot be 
summarized since they refer to inherently different brands or clothing types. Thus, relating any two 
building blocks with each other requires a measure for an m to n relation. To solve this problem three 
alternatives are possible; averaging the results of all sub-variables, the use of structural equation 
model or considering all possible m x n relations and summarizing them into a single measure. Since 
the first two solutions require the a priori establishment of an underlying structure how the questions 
make up each of the building blocks, this study realized the third alternative and was conducted at 
different levels of detail and the following notation illustrates how the tables summarizing the results 
(i.e. Table 5 and Table 6) have to be read. It is noted that the implemented approach has the problem 
that results might be skewed since it theoretically allows for large number of very weak links to result 
in a perceived strong overall link between the two building blocks. Thus, the values reported in Table 
5 used as proxies for the strength of the relation of two building blocks should not (unless otherwise 
stated) be interpreted as being comparable to the strength of a statistical measure of association but 
rather as a share of pairwise relations that are at least significantly related to each other. 

To measure this proxy for the strength of the association of any two building blocks, one of four ap-
proaches have been implemented. In each approach, the implemented tests have been chosen with 
regard to the scale level of the variables involved in the tests: 

• Two nominal variables / One nominal and one ordinal variable: 
χ2-contingency tests for stochastic independence by Pearson – (Pearson, 1900) 

• Two ordinal variables: 
Spearman correlation coefficient – (Spearman, 1904) 

• Two metric variables: 
Pearson correlation coefficient - (Pearson, 1895; Bravais, 1846) 

• One nominal and one metric variable: 
T-tests – (Student, 1908) or Variance analyses - (Fisher, 1921)  

In each situation, the implementation of the method in SPSS 23 has been used. With regard to the first 
four methods, Perret (2019) provides the mathematical background. 

If a single test has been possible to relate two building blocks (i.e. all combinations of the building 
blocks 1, 2, 5, 6, 9 and 10 with one another) the significance level of the underlying test defines the 
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strength of the relation. In this case, the following color-coding scheme has been used in addition to 
reporting the significance level. 

Very strong relation  dark gray Significance level < 0.01 

Strong relation   medium gray Significance level between 0.01 and < 0.05 

Weak relation   light gray Significance level between 0.05 and < 0.1 

No relation   white  Significance level ≥ 0.1 

Alternatively, for a combination containing any of building blocks 3, 4, 7 and 8 more than a single test 
is required as their sub-categories cannot be summarized into a single variable. Thus, a set of tests is 
conducted here. For example, the block BB3 Brand Knowledge cannot be summarized into a single 
variable. Thus, when the relation between the blocks BB2 and BB3 – Influencers and Brand Knowledge 
- is analyzed for each brand a separate test is conducted, leading to eight tests in total.  

To evaluate the strength of the relation between two building blocks in this context, the share of tests 
that report a significance level of at least 0.1 (weak significance) is considered. The following four 
groups of equal width define the strength of the relation. Note, that strength does at this point not 
refer to the effect size of a relation between two variables, but whether there is an established relation 
between two building blocks. The quality of the analysis has been assured by performing the analysis 
with and without a Bonferroni correction – (Dunn, 1958; Dunn, 1961) – leading to comparable results. 
A Bonferroni correction implies that the required significance level is adjusted by the number of sub-
tests involved. For example, with ten subtests the critical significance levels changes from 0.05 to 
0.005. 

Very strong relation  dark gray  Share ≥ 0.75 

Strong relation   medium gray  Share between 0.5 and < 0.75 

Weak relation   light gray  Share between 0.25 and < 0.5 

No relation   white   Share < 0.25 

E.g. if 16 subtests are required and 7 of them report on a significant relation, with a share of 7/16 = 
0.4375 it is assumed to be an overall weak relation.  

To differentiate between the first and the second type of relations, the first type (significance levels) 
of relations are printed in bold face. 
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Additional Table 

Table 8:Categories of the different Building Blocks 

 
Source: Own Table 

Questionnaire 
The following summary represent an English translation of the German original of the questionnaire 
implemented in this study. 

Q1: You are a…   man  woman 
 

Q2: First of all, we would like to know from you where you mainly buy your laundry? Please name only 
the three most important shopping sources. Please also differentiate between online and on-site busi-
ness. 

 On-site Online 
Branch of a specific lingerie brand (e.g. Hunkemöller, Victorias Secret)   
Lingerie specialty store   
Department store (e.g. Galeria Karstadt Kaufhof)   
Clothing chain (e.g. H&M, Esprit, C&A)   
Online retailers (e.g. Amazon, Zalando)  - 

 

Q3: How much money do you spend on average on the following laundry items? If you generally do 
not buy one of the laundry items from the list, please indicate this in the corresponding field. 

  I generally do not buy this type of laundry 
Bra _______€  
Slip _______€  
Bustier _______€  
Body _______€  
Underwear-Set (Bra and Slip) _______€  
Nightwear (e.g. pajamas, nightgown) _______€  

 

Q4: Which of the following criteria are important to you personally when buying underwear? 
 Important Rather important Rather unimportant Unimportant 
Quality     
Shape     
Price     
Convenience     

BB1 BB2 BB3 BB4 BB5 BB6 BB7 BB8 BB9 BB10
Homepages Partner Lascana Quality Cotton Affiliate Retailer (Offline) Bra Wear-at-Home - Necessity
Catalogs Friends H&M Fit Lace Affiliate Retailer (Online) Slip Sport Wellbeing
Journals Retailer Passionata Price Polyester Specialized Store (Offline) Bustier Workaday Life Acceptance
Newspapers Advertisements C&A Convenience Silk Specialized Store (Online) Body Sexyness Body Forming
Stores Influencer Trumph Sexyness Functional Textiles Department Store (Offline) Set Celebratory Self Gratification
TV Celebrities Hunkemöller Sustainability Other Department Store (Online) Nightwear Business Self Realization
Facebook Other Schiesser Trends/Fashion Clothing Chain (Offline) Period Feeling Attractive
Instagram Not influenced Calvin Klein Functionality Clothing Chain (Online) Shapewear Sonstiges
Youtube Experience Online (Offline) Going-out
Other SM Established Brand Online (Online) Other
Radio Other
Other
Not interested
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Sexyness     
Sustainability     
Trends/Fashion     
Functionality     
Shopping Experience     
Established Brand     
Other     

 

Q5: Who or what influences you in choosing your underwear?  Please name a maximum of three al-
ternatives: 

 I am not influenced in this  
  Partner 
  Friends 
  Salesperson 
  Ads 
  Online Influencer 
  Celebrities wearing the brand  
 Others: _____________  

 

Q6: What material do you prefer when buying your underwear? 
 Cotton 
  Lace 
  Polyester 
  Silk 
  Functional Textiles 
 Others: _____________ 

 

Q7: Now please think about all the underwear you have in your closet. According to which occasions 
would you categorize them? You can name a maximum of five occasions. 
 

Q8: You can see some possible categories here. If you would sort your laundry drawer at home in your 
mind: Which proportion would meet the following criteria? Please distribute a total of 100 points - 
according to their importance for you. 

Wear at home  
Sport  
Daily Wear (Practical)  
Sexyness / Seduction  
Festive occasions  
Business  
Period  
Shapewear  
Going-out (with friends / partner)  
Others  

 

Q9: On average, how much time do you take in the morning to choose your underwear? 
 0 – 30 Seconds 
 > 30 Seconds – 1 Minute 
  > 1 Minute – 3 Minutes 
  > 3 Minutes 
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Q10: Do you inform yourself about lingerie trends? If yes, through which information channels? Please 
name only the three most important sources. 

  I am basically not interested in lingerie trends.  
  Homepages of lingerie retailers 
  Mail order catalogs 
  Journals 
  Newpapers 
  In stores 
  TV 
  Facebook 
  Instagram  
  Youtube 
  Other Social Media Channels 
  Radio 
  Others: ____________________ 

 

Q11: Which of the following brands of underwear are you familiar with? 
 Familiar with Do not know 
Lascana   
H & M   
Passionata   
C & A   
Triumph   
Hunkemöller   
Schiesser   
Calvin Klein   

 

Q12: (Showing only those brands selected in Q11) Which brands do you like the most? Assign the value 
1 to the brand you like the most and the value 8 to the one you like the least. 

 Rank 
Lascana  
H & M  
Passionata  
C & A  
Triumph  
Hunkemöller  
Schiesser  
Calvin Klein  

 

Q13: Which of the following statements about lingerie best apply to you? Please name only the three 
motifs that are most appropriate for you personally. 

  I wear underwear from pure necessity. 
  Underwear helps me feel comfortable in my body.  
  Underwear helps me to accept myself in my body.  
  I use underwear to "shape" my body a bit. 
  Buying underwear represents a kind of self-reward for me. 
  Underwear helps me to realize myself. 
  Underwear helps me feel attractive/ sexy. 
  Others: _______________________________ 
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Q14: How big is the town you live in? 
 Up to 5,000 inhabitants 
  5,001 – 20,000 inhabitants 
  20,001 – 100,000 inhabitants 
  100,001 – 300,000 inhabitants 
  300,001 – 500,000 inhabitants 
 > 500,000 inhabitants 

 

Q15: How do you currently live? 
  Stable relationship, living with partner in one household 
  Stable relationship, but living in two households 
  Living with partner and child/children in one household 
  In a stable partnership and with child/children, but living in two households 
  Single with child/children  
  Single without children 

 

Q16: How much money do you personally earn net per month? 
 No personal income 
 < 500€ 
  501 – 1,000€ 
  1,001 – 1,500€ 
  1,501 – 2,000€ 
  > 2,000€ 

 

 

Authors 
Prof. Dr. Christian Duncker has many years of experience in the fields of fashion, brand 
management and marketing. After studying sociology, business administration and 
psychology at the University of Hamburg, he worked in strategic marketing for various 
companies. This was followed in 2004 by the founding of the Institute for Empirische 
Markenforschung. In 2011, he was appointed Professor of Marketing at the Brand 
Academy Hamburg, where he took over as Head of the Department of Management 
and, in 2012, as Vice President for Teaching and Research. From 2019 to 2021, he was 
Professor of Marketing and Brand Management at ISM in Munich. He currently works 
with his institute Empirische Markenforschung for various clients in the field of brand 
and fashion research in Wiesbaden. 
 

 
 

Prof. Dr. Jens K. Perret studied Business Mathematics and Business Administration at 
the University of Wuppertal. He finished his doctoral thesis in Economics on the 
knowledge society in Russia at the University of Wuppertal. Between 2004 and 2016 
Mr. Perret worked at the European Institute for International Economic Relations first 
as a research assistant and later as a scientific researcher. From 2007 till 2016 Mr. Per-
ret has been working as a Research Assistant at the Chair for Macroeconomic Theory 
and Policy. From 2012 to 2014 he has been a contractual lecturer at the Technical Uni-
versity Kaliningrad. Since September 2016 he holds a full professorship for Economics 
and Statistics at the International School of Management in Cologne. 
 
 

 



Traut, Joshua; Simonov, Alexander; Meitner, Matthias  85 
 

RJAM, 3. (2022), Nr.1, S. 85-115 

Traut, Joshua; Simonov, Alexander; Meitner, Matthias 

Quantifying Alpha of Active Managers: A Case 
Study on Factor-Based Performance Attribution 
in Fixed-Income  

Abstract 
This paper contributes to the ongoing debate of whether active investing is still worthwhile in presence 
of factor investing. It provides a universal framework that selects presumably factor-heavy fixed-in-
come funds. To test the framework, returns of an exemplary fund are neutralized for factor exposures. 
Roughly 60% of returns are attributed to factors and the remaining 40% are interpreted as the man-
ager’s alpha. While these results are only valid for this particular fund, the analysis provides a better 
understanding of the active/passive discussion in fixed-income and contributes worthy insights to the 
fund manager selection and performance evaluation literature and practice. 

Keywords: Factors, factor investing, fixed-income, manager selection, performance attribution, perfor-
mance evaluation, portfolio management, style investing 

1 Introduction 
Factor investing has gained a lot of traction among practitioners and academia. The rise of smart beta 
ETFs initiated a greater trend toward using factor investing in passive portfolios (Blitz 2016; 
Kenechukwu et al. 2020). This rise has led to a discussion on whether traditional mutual funds are still 
worth their relatively high costs compared to ETFs. The ongoing discussion has been fueled by various 
academic findings. For example, that most alpha of mutual funds is just an overweighting of beta (Fung 
& Hsieh, 2004; Crowell et al., 2012; Ibbotson et al., 2013). Furthermore, funds with a high variation in 
exposure underperform their peers (Ammann et al., 2020). This shows that active management de-
stroys value rather than creates it.  

While most studies in this field focus on equities, research on fixed-income has gained more attention 
lately. Here, similar concerns about the value of active management are raised (Mattu et al., 2016; Baz 
et al., 2017). One study even claims that most performance of active fixed-income managers can be 
attributed to factors (Brooks et al., 2020). Another one shows that the factor exposure of funds is a 
significant predictor of future returns (Chin & Tang, 2020).  These findings indicate that active excess 
returns are unlikely attributable to managers’ market timing and security selection ability but rather 
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to overweighting factors. This strategy could also be implemented in a passive, more cost-efficient 
way. 

To illumine factor use in the mutual fund industry, researchers have recently investigated the fund 
returns of widely known fund managers (Frazzini et al., 2018; Brooks et al., 2019; Dewey & Brown, 
2019). These studies are most closely related to the paper at hand. They measure active managers’ 
exposure to passive factor portfolio benchmarks that they find to be relevant for the return generation 
of the fund. All of them at least partly support the claim that mutual fund managers do not generate 
excess returns through their superior asset selection or market timing ability. They do so rather 
through the implementation of factor strategies. 

This paper enhances the discussion on active mutual funds. It pursues the primary purpose to apply 
the approach of the above-mentioned studies to another exemplarily mutual fund in the area of fixed-
income. Research has focused primarily on managers of large mandates who publicly declared follow-
ing structured long-term strategies and to some extent factors. Given the large size of these funds, it 
comes at little surprise that they follow systematic investment strategies to some extent because they 
may not be able to identify enough undervalued assets to invest all liquid funds. This is especially im-
portant in fixed-income where investible assets have a fixed nominal amount. To illumine factor use 
for smaller mandates that may not be exposed to that issue, this paper selects a smaller fund based 
on a framework that is created to detect funds that likely use factors. This framework is designed to 
be applicable to other markets and fund types. A factor return attribution is executed on the fund’s 
returns to critically evaluate the manager’s alpha generation skill. Following the literature on factor 
use for large mandates, factor portfolios are built that are used in a regression framework to assess 
the fund’s factor exposure. This attribution analysis can be compared to creating a synthetic ETF that 
mimics the investment strategy of the active fund manager. The performance of this tailor-made ETF 
and the active fund is then compared to draw conclusions on the manager’s idiosyncratic alpha gener-
ation skill. To reduce the risk of overfitting or so-called “p-hacking” factors used in the analysis are 
justified by insights gathered on the manager’s style via an interview.  

The results of the analysis suggest that the manager’s contribution to returns comprises roughly 40% 
of the fund's average annual performance. More precisely, a relatively large remainder of 2.11% p.a. 
(that can be interpreted as the manager’s alpha) remains unexplained by the model. However, 75% of 
the variance in the fund’s returns can be explained by the tested factors. This demonstrates that fac-
tors play a significant role for the fund’s returns. 

Though large parts of this paper are dedicated to the exemplary performance attribution of one se-
lected fund, its insights are relevant for literature and practice from a more general perspective. It 
demonstrates that factors are not only relevant for the largest mutual funds but also play a consider-
able role for smaller mandates. Consequently, when evaluating performance and selecting fund man-
agers, including factors in the analysis is inevitable to make well-found decisions. This paper provides 



Traut, Joshua; Simonov, Alexander; Meitner, Matthias 87 

RJAM, 3. (2022), Nr.1, S. 85-115 

useful practical tools to evaluate investment opportunities. The comprehensive factor literature col-
lection, which reaches beyond the factors that are used in the exemplary performance attribution, is 
a good starting point to evaluate fixed-income funds for factor exposure. The general framework of 
the fund selection process can be used in the manager/fund selection process by investors and can be 
adapted to any other asset class. Overall, the findings create valuable insights into the ongoing discus-
sion of active vs. passive investments. These insights can be used to make better investment decisions 
and improve performance evaluations. 

This paper is structured into 10 sections. Section 2 outlines a theoretical foundation and provides a 
comprehensive summary of performance attribution and factor investing in fixed-income. It broadly 
presents the tools that are available for the analysis and covers those that are actually used in more 
detail. Section 3 covers the structured fund selection process that intends to objectively select a pre-
sumably factor-heavy fund for the analysis. Section 4 identifies the style of the fund’s manager. This is 
done to detect the appropriate factors for the analysis among those that were outlined in the theoret-
ical foundation. Section 5 describes the data used in the empirical analysis. Section 6 provides a de-
tailed explanation of the factor construction and section 7 explains the design of the factor portfolios. 
These portfolios embody a benchmark of factor investing strategies that were found to be relevant in 
for the fund in the style analysis. Section 8 then measures the fund’s exposure to these portfolios and 
presents the results of the performance attribution. In other words, it evaluates how much of the fund 
manager’s performance can be attributed to structured factor strategies. Section 9 critically discusses 
the results of the analysis. Section 10 concludes the paper with a summary of the outcomes, practical 
implications of the findings, and a future outlook. 

2 Literature Review 
In the literature, different types of performance attribution are discussed. The two most commonly 
executed attribution methodologies are the sector-based attribution based on the work of Fama 
(1972) and Brinson et al. (1986) and the factor-based attribution. At its roots, a fixed-income security 
can be thought of as a structured investment that promises to pay off cash-flow streams. These pay-
ments are either fixed or depend on observable variables. This quasi-formulaic nature of bonds allows 
expressing their present value as a function of economic variables. Given this rationale, scholars argue 
that fixed-income performance attribution should follow rather a factor-based than a sector-based 
approach (Khang & King, 2004; Daul et al., 2010; Fabozzi, 2012, pp. 1670–1710). 

Factor investing is an investment style that seeks to deliver long-term returns by creating exposure to 
specific factor risks to generate a favorable risk-return profile. The foundation of factor investing is 
built on the capital asset pricing model (CAPM). It takes exposure to market risk as the only driver for 
returns (Treynor, 1961; Sharpe, 1964; Lintner, 1965; Mossin, 1966) and can be interpreted as the first 
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single-factor model. After the finding that excess returns can be harvested with relatively simple in-
vestment strategies, Fama and French (1992) declared that the CAPM is a rather useless tool for ex-
plaining the average returns of securities. Ever since then, many schematic investment strategies – so-
called factor strategies – have been identified and researched across different asset classes and mar-
kets. Even though most factors were primarily developed for equities, they are also relevant for fixed-
income, as equities are found to lead corporate bonds regarding firm-specific information (Kwan, 1996; 
Gebhardt et al., 2005), equity KPIs can be used to predict bond returns (Chordia et al., 2017) and equity 
factors are proven to generate excess returns in bond markets (Harvey et al., 2002). Regardless, factors 
that are specifically modified for bond markets work better than unmodified equity factors in fixed-
income (Houweling & van Zundert, 2017). 

For this paper, the value and defensive factors are most relevant as other return factors are found not 
to be relevant for the return generation of the selected fund. The selection process of appropriate 
return factors is further described in section 4. A more detailed literature review will only be provided 
for the two relevant factors – value and defensive – in the following paragraphs. However, other com-
mon return factors in fixed income that were also considered for the analysis are listed below including 
a very short description of that strategy and a non-exhaustive list of related literature: 

• Momentum: Buying (selling) past outperformers (underperformers) generates excess returns 

(Jegadeesh & Titman, 1993; Daniel et al., 1998; Hong & Stein, 1999; Khang & King, 2004; Gebhardt et 
al., 2005; Dimson et al., 2008; L’Hoir & Boulhabel, 2010; Pospisil & Zhang, 2010; Luu & Yu, 2012; Mos-
kowitz et al., 2012; Asness et al., 2013, 2014; Jostova et al., 2013; Duyvesteyn & Martens, 2014; Ham-
busch et al., 2015; Houweling & van Zundert, 2017; Zaremba & Czapkiewicz, 2017; Brooks, 2017; Israel 
et al., 2018; Brooks et al., 2018; Zaremba & Kambouris, 2019). 

• Carry: Investing (lending) in higher-yielding markets or assets and financing the position by 
shorting (borrowing) in lower-yielding markets generates excess returns (Asness et al., 2014; 
Brooks & Moskowitz, 2017; Brooks et al., 2018; Israel et al., 2018; Koijen et al., 2018; 
Beekhuizen et al., 2019; Bektić et al., 2020; Kothe et al., 2021). 

• Volatility: Selling volatility is rewarded with excess returns (Goodman & Ho, 1997; Duarte et 
al., 2007; Ni, 2008; Simon, 2010; Choi et al., 2017; Israelov et al., 2017). 

• Liquidity: Holding less liquid assets is rewarded with excess returns (Amihud & Mendelson, 
1991; Warga, 1992; Kamara, 1994; Krishnamurthy, 2002; Longstaff, 2004; L. Chen et al., 2007; 
Goyenko et al., 2011; Ejsing et al., 2012; Acharya et al., 2013; Ibbotson et al., 2013; Boudoukh 
et al., 2016). 

• Credit: Holding credit risk generates higher returns (Elton et al., 2001; Longstaff et al., 2005, 
2011; Kozhemiakin, 2007; Hallerbach & Houweling, 2013; Asvanunt & Richardson, 2017; Dock-
ner et al., 2017; Zaremba & Czapkiewicz, 2017). 
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• Inflation: Exposure to inflation uncertainty risk yields a premium (Ang & Piazzesi, 2003; Wei et 
al., 2005; D’Amico & Orphanides, 2008; Wright, 2011; Hördahl & Tristani, 2012; Joslin et al., 
2014; Cieslak & Povala, 2015; Brooks & Moskowitz, 2017; Bauer & Hamilton, 2018). 

First documented by Basu (1977) in equity markets, the value factor is widely adapted and researched 
for fixed-income markets. Generally, the value premium refers to the regularity with which assets with 
low valuation ratios – usually the market price relative to a fundamental measure – tend to outper-
form. For government bonds, a widely used value measure is the 5-year change of yields in 10-year 
government bonds. This factor generates significant excess returns (Asness et al., 2013) and is moti-
vated by the finding that a direct link exists between past bond returns and equity value factors (Fama 
& French, 1996; Gerakos & Linnainmaa, 2018). Another value measure is the real yield of government 
bonds, which is calculated by subtracting maturity-matched inflation from nominal treasury yields. This 
factor is used across government bond markets and contributes to the overall alpha of style portfolios 
(Asness et al., 2014; Brooks & Moskowitz, 2017; Brooks et al., 2018; Kothe et al., 2021). A more com-
prehensive methodology for the value factor in government bond markets is to define value as the 
residual of a regression of yield-to-maturity of a bond on its duration and credit score  (Zaremba & 
Czapkiewicz, 2017). For corporate bonds, literature differentiates between publicly traded and private 
companies when constructing value factors. For public companies, a structural model that is based on 
the work of Correia et al. (2012) is commonly used. In contrast, for non-public companies, an empirical 
model motivated by Israel et al. (2018) is employed. The aggregated results of both methodologies are 
used to build the value factor for public and private corporate bonds, with which significant excess 
returns in the U.S. government bond sector can be earned (Brooks et al., 2018; Israel et al., 2018). A 
simpler value factor methodology calculates a theoretical spread based on a regression of the option-
adjusted spread on the issuer’s rating, time to maturity, and the bond’s 3-month spread change. Port-
folios built based on the difference between theoretical and actual spread generate significant excess 
returns in U.S. markets (Houweling & van Zundert, 2017). Similar results are achieved in the U.K. mar-
ket following the same methodology but here market as well as company-specific factors are consid-
ered (L’Hoir & Boulhabel, 2010).  

The defensive factor is based on the findings that unlike predicted by the CAPM, risk does not correlate 
with higher returns (Black et al., 1972; Fama & MacBeth, 1973; Haugen & Heins, 1975; Haugen & Baker, 
1991, 1996; Black, 1993; Clarke et al., 2010; Baker et al., 2011). Based on these insights, a “defensive” 
investment strategy exploits the circumstance that risky assets earn lower risk-adjusted returns than 
their defensive counterparts. In government bond markets the most promising risk-adjusted returns 
can be earned by assets with short maturities and high credit ratings (Ilmanen et al., 2004; Pilotte & 
Sterbenz, 2006). Long-short portfolios for Treasury bills sorted on maturities generate excess returns 
(Frazzini & Pedersen, 2014). Similarly, effective duration can be used as the measure of government 
bond risk to create favorable risk-return profiles (Brooks et al., 2018; Kothe et al., 2021). The same 
applies to modified duration with which significant average excess returns can be earned in developed 
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and emerging markets (Zaremba & Czapkiewicz, 2017). A comparison of 3-month LIBOR rates with 
bond index yields is also found to create positive excess returns if used as a defensive measure (Duy-
vesteyn & Martens, 2014). The methodologies used for corporate bonds follow similar approaches. 
Low-maturity corporate bonds are found to generate outperformance compared to their high-ma-
turity counterparts (Derwall et al., 2009; Frazzini & Pedersen, 2014; Aussenegg et al., 2015). To en-
hance the robustness and stability of defensive strategies, some scholars suggest extending the meth-
odologies by fundamental measures of risk. The downside of this procedure is that the defensive strat-
egy may overlap with value factors (Asness et al., 2014). This more comprehensive methodology is 
used in two broad market studies. In addition to low duration, low market leverage and high gross 
profitability are taken as defensive measures and favorable risk-return ratios can be earned with the 
resulting portfolios (Brooks et al., 2018; Israel et al., 2018). A more simplified approach uses maturity 
and rating to define defensive portfolios for the U.S. corporate bond market where significant excess 
returns can be earned with the strategy (Houweling & van Zundert, 2017).  

Multifactor investing can yield various benefits. It is reported in various studies that the low correlation 
among factors can be used to increase risk-return ratios of portfolios, making the whole more efficient 
than the sum of its parts (Bender et al., 2010; L’Hoir & Boulhabel, 2010; Asness et al., 2014; Houweling 
& van Zundert, 2017; Zaremba & Czapkiewicz, 2017; Brooks et al., 2018; Israel et al., 2018; Kothe et 
al., 2021). Furthermore, Ilmanen and Kizer (2012) prove that a factor portfolio delivers better risk-
adjusted returns than a comparable portfolio that is well-diversified across asset classes. When design-
ing factor portfolios, some principal guidelines should be followed. Well-designed factors should not 
be related to macroeconomic variables to ensure that the factor measures the exposure to the desired 
characteristic and is not caused by other variables. Most factors that were presented in this literature 
review are shown to fulfill this characteristic (Brooks & Moskowitz, 2017; Choi et al., 2017; Brooks et 
al., 2018). Also, different design choices of factors can result in varying factor exposures and perfor-
mances. For example, L’Hoir and Boulhabel (2010) employ two momentum measures in U.K. bond 
markets, one measuring cash flow surprise and the other capturing equity price momentum. Even 
though both factors measure momentum and are short-term oriented, their correlation is negative. 
As these design choices yield different results, some scholars recommend using multiple measures for 
a specific factor as this tends to increase the factor’s performance and coverage (Israel & Ross, 2017). 

3 Fund Selection Process 
The fund selection framework is driven by various criteria. The first is a long employment relationship 
of the head portfolio manager with the fund. It is documented that changes in top management lead 
to significant differences in fund performance (Khorana, 2001). This phenomenon is likely accompa-
nied by a significant change in the manager’s style. So, taking a fund that has experienced multiple 
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changes of management in the past would make concluding the individual style of the manager im-
possible. Because stricter investment guidelines leave less room for the fund manager to implement 
his style in the fund, weak investment guidelines are the second criterion in the selection framework. 
Regarding the fund’s size, as securities in fixed-income have a defined nominal amount and more fa-
vorable investments have to be found with increasing fund size, fundamental bottom-up investing 
might not be beneficial for larger funds. Such larger funds are favored in the fund selection because it 
is assumed that their managers express their views rather through factors than through security selec-
tion. Lastly, successful funds are favored in the selection because it is assumed that such funds follow 
an effective, market-proven investment strategy that has not been altered in the past making an at-
tribution to factors more implementable. As a result, the four criteria for the selection framework are  

1. The manager’s employment relationship duration, 
2. The restrictiveness of investment guidelines, 
3. The fund’s size, 
4. The fund’s success. 

Based on the criteria, the M&G Global Macro Bond Fund is chosen for the analysis. Its head fund man-
ager, Jim Leaviss has been the fund manager since 1999 (M&G Investments, 2020a), which is long 
enough to create statistically significant attribution insights into his investment style. Investment re-
strictions are found to be relatively low, meaning that Jim Leaviss can express his market views freely 
(M&G Investments, 2020b). Regarding the fund’s size, as of November 2020, the M&G Global Macro 
Bond Fund had $1,04 billion assets under management (M&G Investments, 2020a). By the end of 2019, 
the average worldwide fund size was $448 million assets under management. In the U.K., where the 
M&G fund is registered (M&G Investments, 2020d, p. 10), funds are larger with an average of $600 
million assets under management for all funds and $620 million for bond funds. Given that the M&G 
fund is roughly 75% larger than the average bond fund in the U.K., it sufficiently fulfills the third crite-
rion of the fund selection. Lastly, the fund can be considered successful as it outperformed its bench-
mark in 7 of the past 10 years (M&G Investments, 2020c). It won the award of the best developed-
market fixed-income fund (Portfolio Adviser, 2019) and received a 4-star Morningstar rating as well as 
a silver Morningstar Analyst rating (M&G Investments, 2020a). Additionally, Jim Leaviss was awarded 
to be the fund manager of the year by Morningstar U.K. in 2019 (Morningstar UK, 2019). Overall, the 
M&G Global Macro Bond fund meets all criteria sufficiently, making it an optimal fund for the exem-
plary analysis of this paper. 
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4 Manager’s Style 
The identification of the manager’s style was first approached following literature-proposed criteria 
and using publicly available data sources. Because this undertaking yielded non-sufficient results the 
decision was made to gather own data for the analysis following the process proposed by St. John et 
al. (2014). The additional data was collected via a semi-structured interview with the head portfolio 
manager of the M&G fund, Jim Leaviss. The choice for an interview was made because it is a good tool 
to understand the knowledge, values, beliefs, and decision-making processes of the interviewee 
(Young et al., 2018). An interview guide was created following the recommendations of Young et al. 
(2018) and Bell et al. (2019), p. 433 ff.1 The interview was executed on the 25th of September 2020 at 
10:00 am CET via the video communication platform Zoom. The main purpose of the interview was to 
evaluate what return factors that are listed in the literature review in section 2 are relevant for the 
return generation of the fund. A summary of the key insights is provided in the following paragraph.2 

The fund was initially set up as a fund of funds in 1999 but after 5 years, the structure changed and the 
fund was allowed to invest in assets directly. The head portfolio manager’s market opinion is properly 
reflected in the fund and he has been the lead fund manager ever since its inception. He determines 
the overall strategy and allocation of the fund in a top-down process that can be summarized as fol-
lows: First, the allocation in worldwide bond markets is determined. Then, based on the resulting cur-
rency outcome, an overlay may be performed to adjust the currency exposure. Lastly, futures and 
swaps are used to adjust the duration and to hedge in and out of markets. Within that process, the 
fund’s internal risk benchmark, the Bloomberg Barclays Global Aggregate Index, does not influence the 
asset allocation. Regarding style, the manager claims that his investment approach is more qualita-
tively driven with a focus on global market trends. When the interview was executed, these trends 
were demographics, technology, and central bank regimes. Macroeconomic data, general market sen-
timent, spread levels, and break-even inflation rates are some of the primary data sources to form the 
manager’s opinion on the market. Though the he states not to follow factor strategies, some trends in 
his asset allocation can be observed. Most of the time, the fund underweights credits and tends to sell 
off risky assets early in the cycle. Also, though the fund can invest worldwide, it has a home bias and 
thus has most of its competence in European and American markets. Liquidity is an important criterion 
for the fund’s investments and hence the fund majorly holds liquid government bonds, currencies, 
credit default swaps, and futures. The latter are mostly used to enter short positions. Currencies de-
liver an important contribution to the fund’s performance and are selected based on the relative 
cheapness according to their real purchasing power. Also, the fund always has exposure to the Japa-
nese Yen.  

 
1 The complete interview guide can be made available by the authors on request. 
2 A transcript of the interview can be made available by the authors on request. 
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Overall, three main style factors were identified to be used by the fund. As price levels as well as rela-
tive and absolute valuations are important sources of information for the manager, a value factor is 
chosen to be incorporated in the performance attribution analysis. Second, as the manager mentioned 
that usually, he has relatively low credit exposure compared to the market, he should have exposure 
to defensive factor returns. Also, though not mentioned in the literature review, the fund’s unusually 
high currency exposure calls for a tailor-made currency factor that replicates the currency strategy of 
the fund. The manager’s currency investments seem to be driven by relative valuations so a currency 
value factor is likely to be closely related to his currency strategy. Evidence for other factor-related 
strategies that are outlined in section 2 such as the execution of momentum, carry, volatility, liquidity, 
credit or inflation trades is not seen to be sufficient enough to justify the inclusion of further factors. 
This relatively restrictive view on the inclusion of factors is intended to avoid so-called “p-hacking”. 
This phenomenon describes the attempt of researchers to use many factors in analyses to increase the 
chance of receiving significant results with the downside that unjustified factors may have high load-
ings and distort results (Harvey et al., 2016; Harvey, 2017). 

5 Data 
The period of the analysis is set between January 2004 and November 2020 because then the manager 
was not bound by the fund-of-fund structure anymore regarding his investment universe. The analyzed 
share class of the fund is the Great Britain Pound accumulation share class (ISIN: GB00B78PGS53). 
Government bond data of 26 different countries (United States, Canada, United Kingdom, Germany, 
Japan, Italy, France, Netherlands, Switzerland, Sweden, Denmark, Spain, Belgium, Greece, Austria, Por-
tugal, Czech Republic, Hungary, Poland, Australia, New Zealand, China, India, Singapore, South Africa, 
and Mexico) for bonds with maturities of two and ten years is taken from the Refinitiv Datastream 
Benchmark Indices. Data for China and India is available after June 2007, for Singapore after December 
2008, and for Mexico after June 2010. Corporate data for bonds denominated in the U.S. Dollars, Euros, 
and Great Britain Pounds is used from Markit IBoxx Corporate Indices. Between January 2012 and Jan-
uary 2014, the Euro index for corporate bonds with a rating of AAA and maturities between one and 
three years is reported to have an unrealistic duration of zero in the dataset. To have duration data for 
this timeframe, the index duration in December 2012 is adjusted with the duration change of the Euro 
index for corporate bonds with a rating of BBB and maturities between seven and ten years. In addition 
to index data, all constituent data of bonds denominated in the above three currencies of the Bloom-
berg Barclays Global Aggregate Corporate Index is retrieved from Bloomberg. Though the data was 
requested back to 2004, only data in the timespan between March 2017 and November 2020 is avail-
able. G10 currency rates (U.S. Dollar, Euro, Great Britain Pound, Japanese Yen, Norwegian Crown, Ca-
nadian Dollar, Swedish Crown, Swiss Franc, Australian Dollar, and New Zealand Dollar) as well as rates 
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for the Indian Rupee, Chinese Renminbi, Mexican Peso, Brazilian Real, and the Russian Ruble are re-
trieved from Refinitiv Datastream. The overnight Libor U.S. Dollar rate is taken from the ICE Benchmark 
Administration. The MSCI World Index and the MSCI Emerging Market Index are taken as benchmarks 
for global equity and emerging market equity benchmarks. The S&P GSCI Commodity Index is retrieved 
as a benchmark for commodities. The iBoxx $ Corporates Index, the iBoxx £ Corporates Index, and the 
iBoxx € Corporates Index are aggregated and represent credit markets. The global bond market is em-
bodied by the Bloomberg Barclays Global Aggregate Index. All of the above data is retrieved monthly 
at month’s end for the analyzed period. Additionally, all price and return data is converted into U.S. 
Dollars. Though the M&G fund is denominated in Great Britain Pound, this is done because the pur-
chasing power conversion factor for the currency factor converts a country’s GDP into international 
dollars (U.S. Dollars) and an additional conversion into Great Britain Pound was to be avoided. Regard-
ing economic data, purchasing power conversion factors from the Worldbank Databank, GDP deflators 
from the Federal Reserve Economic Databank, and consumer price indices from Refinitiv Datastream 
are retrieved for each country/region of the currencies mentioned above. 

6 Factor Construction 
Recall from section 4 that three style factors were identified to be relevant for the return generation 
of the selected fund. Those are a bond value factor, a currency value factor, and a defensive bond 
factor. Generally, the employed methodology of the factor construction and performance attribution 
follows the guidelines suggested by Israel and Ross (2017). They emphasize that factors should be as 
close to the implementation in the examined portfolio as possible and that overly theoretical factors 
may result in negative alpha. 

6.1 Value 
In line with the literature on bond value factors, factors for government and corporate bonds are de-
signed separately. 

For government bonds, as the manager reported to follow inflation rates closely, 10-year real govern-
ment bond yields are taken as the measure for value, following academic research (Asness et al., 2014; 
Brooks & Moskowitz, 2017; Brooks et al., 2018; Kothe et al., 2021). Due to the lack of commonly used 
10-year consensus inflation forecasts this paper follows Kothe et al. (2021) who use the fixed leg of 5-
year inflation swaps and year-on-year changes in consumer prices, if swap data is not available, to 
calculate real yields. Though swap data would be a more accurate measure of maturity matched infla-
tion it is not available for every country. To ensure an apples-to-apples comparison between countries 
in the portfolio construction solely changes in consumer prices are used to calculate real yields of 10-
year government bonds.  
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For corporate bonds, the methodology of selecting the most valuable assets follows Houweling and 
van Zundert (2017). Unlike other scholars who use different methodologies for publicly traded and 
private bonds (Brooks et al., 2018; Israel et al., 2018), they apply a uniform approach, which only uses 
market data that is available for all bonds. Same as for the government bond valuation factor, this 
uniform methodology is favored for reasons of comparability. Following Houweling and van Zundert 
(2017), for every bond, a theoretical option-adjusted spread is calculated based on the results of a 
least square regression of the bond’s actual option-adjusted spread on its rating, 3-month absolute 
spread change, and maturity. Regressions are calculated every month to ensure that changing sensi-
tivities of the depending variables are reflected in the model. 

6.2 Currency 
As the fund manager declared that he selects currencies based on purchasing power parities, the cur-
rency factor is built by comparing currency spot rates relative to the purchasing power conversion 
factor of the respective country/region. Currencies for which the resulting ratio is relatively high are 
favored by the factor as it is assumed that currencies move back to an equilibrium, where the interna-
tional value of currencies compared to GDP and therefore purchasing power are equal across coun-
tries. This strategy can be evaluated as a value factor for currencies as market data (spot rate) is com-
pared to a fundamental anchor (purchasing power conversion factor). This currency value factor is 
already used in a performance attribution by Brooks et al. (2019). This paper follows their factor and 
covers the G10 currencies, the Indian Rupee, the Chinese Renminbi, the Brazilian Real, the Mexican 
Peso, and the Russian Ruble. The emerging market currencies are chosen as they represent the largest 
economies in terms of GDP from South America and Asia. African currencies are excluded from the 
analysis because as the fund manager never mentioned Africa in the interview, it is assumed that the 
fund has little to no exposure to that continent. The analysis of the currency factor is carried out sep-
arately for G10 and emerging market currencies. This is done because when adjusted with purchasing 
power conversion factors, emerging market currencies generally have higher spot rate to conversion 
factor ratios. The difference is so pronounced that emerging market currencies would always be fa-
vored by the currency factor. The resulting portfolio would be a bet that emerging market currencies 
outperform G10 currencies which is not what this factor intends to measure. 

Generally, the currency factor suffers from the obsolescence of data, as the purchasing power conver-
sion factor is published only once a year in June. To overcome this shortfall the conversion factor can 
be adjusted with inflation data throughout the year. Quarterly published GDP inflation rates help to 
partly overcome the problem and the remaining gaps between quarters can be adjusted with changes 
in consumer price indices, which are published monthly. As economic data is typically published a few 
weeks after the period it covers ended, it is assumed that the most recent economic data is available 
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with a lag of one month. The currency conversion factor for each month is calculated based on a meth-
odology that favors the most representative and up-to-date adjustment for each month, resulting in a 
hierarchy that favors adjustments with GDP inflation data over adjustments with consumer price index 
changes. At each month, the methodology checks what values are available and performs the adjust-
ment following the hierarchy. The adjustment process for one year is demonstrated in the figure be-
low. The arrows demonstrate what values are adjusted with what measure and the numbers represent 
the adjustments made in the months after the latest release of the purchasing power parity factor. For 
example, in October, the latest purchasing power parity factor is adjusted with GDP inflation data. That 
process is represented by the number “3” in the figure below. 

 

Figure 1: Conversion Factor Adjustments 
Source: Own illustration 
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6.3 Defensive 
The defensive factor is constructed for government and corporate bonds separately, which is com-
monly done in academic literature. As in two other studies (Brooks et al., 2018; Kothe et al., 2021), the 
defensive factor for government bonds is a pure maturity bet across all countries that enters a long 
position on the short end of the yield curve and a short position on the long end.  

For corporate bonds, the factor construction is similarly simple. This is done because an extensive cov-
erage of fundamental ratios can increase correlation with the value factor and most fundamental ratios 
can solely be calculated for publicly traded companies, which decreases the potential investment uni-
verse. The defensive factor for corporate bonds follows the methodology of Houweling and van 
Zundert (2017) who differentiate defensive corporate bonds from their offensive counterparts based 
on their maturity and rating. While defensive assets are characterized by a high rating and a low ma-
turity, offensive ones are distinguishable from them due to their low rating and high maturity. This 
rating-maturity bet is executed for corporate bonds denominated in U.S. Dollars, Euros, and Great 
Britain Pounds. Due to the fund’s home bias, the factor focuses solely on those three currencies as it 
is assumed that corporate bonds denominated in other currencies are not bought by the fund. 

7 Portfolio Construction 
To construct a passive factor benchmark that can be compared to the M&G fund, individual factor 
portfolios have to be built that can then be aggregated. To be able to do so, factor portfolios are built 
as investment-neutral long-short portfolios. This has the advantage that factor portfolio returns can 
be stacked without introducing leverage to the aggregated portfolio. Because such long-short portfo-
lios are generally designed to be market neutral, a general market factor – the returns of the Bloom-
berg Barclays Global Aggregate Index – is also included in the passive benchmark so general market 
moves are also represented in the aggregated factor portfolio.  

Based on the methodologies described in the previous section, factor portfolios are built for every 
factor that are rebalanced monthly. As the value and the currency factor distinguish favorable from 
unfavorable assets, both follow a similar portfolio construction approach and are covered in a conjoint 
chapter hereafter. In contrast, the defensive factor portfolio construction is explained in a separate 
chapter because it places a maturity (and rating) bet across government (corporate) bond markets.  

7.1 Value & Currency 
When building portfolios, literature either splits assets into buckets or uses z-scores to assess position 
sizes. Generally, z-scores measure the desired factor more accurately because each factor derivation 
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can be expressed in a trade but the downside of their limited practical implementation and replication 
make them a rather useless methodology for this paper. Hence, the breakdown of assets into favorable 
and unfavorable buckets is chosen as a compromise between academic accuracy and practical feasi-
bility.  

Following this approach, for the value government factor, all countries are ranked according to their 
real yields. In accordance with Asness et al. (2014), they are grouped into tercile buckets and the final 
factor portfolio buys the most favorable bucket and shorts the least favorable one. The positions of 
the portfolio are 10-year government bonds of the respective countries, which are scaled to have the 
average duration of all countries’ 10-year bonds each month. Even though target durations differ each 
month, the decision to follow this methodology is made to keep duration adjustments as low as pos-
sible. Within the outer buckets, assets are equally weighted, resulting in a duration-neutral long-short 
portfolio. Starting in 2004, the least and most favorable buckets comprise seven countries and from 
July 2007 on, with the inclusion of China and India, they are built out of eight countries. 

For the value corporate factor, favorable assets are chosen similarly but following literature, quintile 
buckets are used. Corporate bonds are ranked according to their absolute difference between the the-
oretical and actual spread. The bonds, whose theoretical spread exceeds the actual spread by the 
greatest absolute value are least favored by the selection process. The average bucket size equals 
roughly 2,000 equally weighted bonds and the final portfolio is a long-short portfolio constructed out 
of the most and least favorable quintile bucket. The final portfolio is constructed over the period be-
tween June 2017 and October 2020 because of the limited data availability. 

Following a similar approach, tercile buckets are built for the currency factor. Currencies are ranked 
according to their spot rate to purchasing power conversion factor ratio and are allocated into tercile 
buckets. Within each bucket, currencies are equally weighted and the final portfolio buys the most 
favorable and sells the least favorable bucket each month. As outlined in the factor construction chap-
ter, separate factor portfolios for G10 and emerging market currencies are built. These portfolios com-
prise three currencies in the upper and lower bucket for the G10-portfolio, and one currency for the 
emerging market currency portfolio. Though intuitive and reasonable, the decision to adjust the seem-
ingly outdated conversion factor in the factor construction of the currency factor is abandoned. A com-
parison of a portfolio following the above-explained adjustment methodology and a portfolio taking 
unadjusted conversion factors reveals that the selection of currencies is alike for most months. In cases 
when the methodologies build differing currency portfolios the methodology executing ongoing ad-
justments makes worse selections compared to the methodology with constant conversion factors.3 

 
3 The results of this additional analysis can be made available by the authors on request. 
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Overall, the value and currency factor portfolios are characterized by their self-financing ability, mean-
ing that assets contained in the short and long legs of the portfolio are equally weighted. For all factors, 
weights of assets are chosen to sum up to one on each side for the return calculation. 

7.2 Defensive 
To avoid the influence of yield curve shifts on the maturity bet implemented by the defensive factor, 
long-short portfolios with the same duration on the short and long end of the maturity curve are built. 
For government bonds, portfolios are constructed for each country that enter a long position of gov-
ernment bonds with a 2-year maturity and a duration equivalent position of 10-year government 
bonds. Similarly, the defensive corporate factor buys AAA-rated corporate bonds with a maturity be-
tween one and three years and shorts a duration equivalent position of BBB-rated bonds with maturi-
ties between seven and ten years. Strong evidence exists that investment-grade and high-yield mar-
kets are treated as two separate asset classes by market participants and that this segmentation ulti-
mately affects bond prices (Ambastha et al., 2010; Z. Chen et al., 2014). Hence, BBB-rated bonds are 
used as bonds with the least favorable rating to enhance the comparability of assets because BBB is 
the last rating that falls into investment grade. 

To ensure a duration-neutral portfolio, the long and short legs have to be levered/de-levered to a cer-
tain target duration. This introduces the problem that the costs of levering/de-levering can have an 
impact on the performance of the portfolio. As the fund manager said that he does not use leverage, 
a portfolio that invests all available funds in the duration-neutral maturity bet without any liquidity 
gaps or cash leftovers is found to be a good factor to replicate his investment style. With the require-
ment of duration neutrality and the requirement that all liquid funds I have to be spent, for govern-
ment bonds the weight of the 2-year maturity bonds in a duration-neutral portfolio that uses all funds 
efficiently can be calculated as follows for every month: 𝑤2 = 𝐼(1 − 𝑑2𝑑10) 

Here, d represents the respective durations and w the respective weight or the monetary amount that 
is to be invested. With the weight of the 2-year maturity long leg, the weight of the 10-year maturity 
short leg can be calculated following the requirement for duration neutrality.  

To make the defensive portfolios more comparable to their value and currency counterparts, the de-
fensive portfolio could also be created as a self-financing investment neutral portfolio, meaning that 
the purchases of 2-year maturity bonds in excess of available funds would have to be financed with 
external capital. Put simply, in our example, the initial investment amount I would have to be borrowed 
at the duration-neutral risk-free rate. The performance of the efficient portfolio that invests all funds 
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available and a portfolio that borrows required funds from capital markets is illustrated in the following 
graph. The performance is calculated based on an investment amount of $100 to make portfolios com-
parable. 

 

Figure 2: Defensive Portfolio Comparison Self-Financing & Efficient 
Source: Own illustration 

While both portfolio methodologies have their raison d'être, the approach that has liquid funds avail-
able to implement the portfolio is chosen for this paper. Even though the self-financing characteristic 
would make factor portfolios more comparable and be better suited for the aggregation/stacking of 
the final benchmark portfolio, the above graph illustrates that this implementation is dominated by 
the financing costs. The portfolio including leverage does not behave as one would expect from a de-
fensive factor – that it generates profits in times of economic shocks. The other portfolio demonstrates 
that behavior, especially during the financial crisis of 2008 and the global pandemic in 2020. Addition-
ally, it is assumed that portfolio managers would not create self-financing portfolios with borrowed 
funds when they want to implement a defensive trade. Using leverage for its implementation would 
be contrary to the desire of having a defensive position. The decision in favor of the methodology that 
is non-self-financing was made because it is presumable more representative of what is done in prac-
tice, behaves more in line with what is expected from defensive strategies and in literature such de-
fensive portfolios also do not include financing costs to make portfolios self-financing (see e.g. Asness 
et al., 2014; Frazzini & Pedersen, 2014). 
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Overall, the portfolios within each country/currency for the defensive government/corporate factor 
are calculated following the methodology of the example above. As performance is measured on a 
relative scale, the nominal investment amount I is of relevance for the performance calculation. All 
defensive portfolios are aggregated and the defensive government bond factor portfolio is an equally-
weighted portfolio of the maturity bets in each country. The final corporate defensive factor portfolio 
is an equal-weighted portfolio of the rating-maturity bet in each of the three currency markets. Similar 
to the long and short legs of the value and the currency factor, weights attributed to each asset sum 
up to one. 

7.3 Factor Evaluation 
The performance of the constructed factors is illustrated by the following graph that shows the accu-
mulated returns of each factor portfolio. Factors of the same factor category are illustrated in the same 
tone of color. 

 

Figure 3: Cumulated Factor Portfolio Returns 
Source: Own illustration 

Overall, all factors earned positive returns over the analyzed period, which means that all strategies 
can potentially be used to boost returns.  
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A correlation analysis of all factors including market portfolios representing global equities, emerging 
market equities, commodities, global credits, and global bonds is performed to evaluate the independ-
ence of the factors. Two correlation matrices are constructed – one covering the period between Jan-
uary 2004 and November 2020 but excluding the value corporate factor and the other covering June 
2017 to October 2020 including the value corporate factor: 

Table 1: Factor Correlation Matrices 

 

Source: Own table 

The tables show that the factors imitating the manager’s investment style have relatively low or neg-
ative correlations with each other. In line with the literature review, defensive and value factors are 
somewhat correlated due to their interrelations. For example, ratings are used as a criterion for the 
construction of the value corporate and the defensive corporate factor. In contrast to the highly cor-
related defensive government and currency factor, the different currency and value factors are not 
related. Hence, the decision to follow academia and create separate factor portfolios for different as-
set classes within one factor category can be evaluated as reasonable. With regards to other markets, 
the currency factors are negatively correlated to any other factor and market. The value factors have 
low to medium positive correlation to equity and commodity markets and show relatively similar cor-
relations to other assets except for bond markets. Here, in contrast to the value government factor, 
the value corporate factor shows high significant correlation. Out of all constructed factors, the defen-
sive factors exhibit the highest co-movement to other markets. An explanation may be that, unlike the 
other factors, this factor is not designed to be self-financing and has some directional market exposure.  

Overall, the factors can be evaluated to be suitable for the desired undertaking. Even though some 
interrelations exist among factors and markets, the factor portfolios are expected to embody their 
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respective exposure well because most correlations are relatively low. The low correlations between 
factors of the same factor category (except for the defensive factors) make an attribution analysis to 
all factors more reasonable than an attribution to factors that are aggregated within one factor cate-
gory. 

8 Attribution Analysis 
Following the literature on alpha assessment of fund managers (Israel & Ross, 2017; Frazzini et al., 
2018; Brooks et al., 2019; Dewey & Brown, 2019), the attribution analysis for the selected fund is exe-
cuted with an ordinary least squares regression. The analysis regresses the fund’s returns on the re-
turns of the factor portfolios. The intercept that cannot be explained by the regressors is interpreted 
as the manager’s alpha. In the same manner as the correlation analysis, the regression is executed two 
times – once over the long-time sample period without the value corporate factor and once for the 
shorter period including all factors: 

Table 2: Regression Results 

 

Source: Own table 

The regression over the long term shows that the fund loads significantly on some factors and that 
75.36% of the variance in the fund’s returns can be explained by them. The coefficients of all factors 
sum up to 0.93, which can be interpreted as a stacked portfolio that is almost fully invested. A factor 
is evaluated to be significant when it crosses the 95% significance level. The most significant factor in 
the long-term analysis is the market factor, which has a positive loading of 0.65. Other statistically 
significant factors are the value government factor and the defensive government factor. The defen-
sive corporate factor has a small positive loading but is not significant for the return determination of 
the fund. This can be explained by the strong correlation between the defensive government and the 
corporate factor. Due to their overlapping, it is likely that if the fund returns load heavily on one factor, 
the small individual portion of the other factor is not enough to make it significant. Support for this 
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hypothesis can be found when the defensive government factor is excluded from the regression. Then, 
the defensive corporate factor becomes highly significant.4 The currency factors both have negative 
coefficients in the results. While the currency emerging markets factor is of relevance for the return 
generation of the fund, with a t-stat far from any significant boundaries, the factor for G10 currencies 
is significant. The result for the currency emerging markets factor can be explained by the speculation 
that though the manager invests in currencies, he does not express his views in emerging market cur-
rencies. The outcome that the currency G10 factor has a negative loading above the 90% significance 
level, indicates that the manager acts contrary to the factor. Lastly, the value corporate factor appears 
to be relevant for the return generation of the fund even though it does not reach the 5% significance 
level as the short period of the regression (41 months) impedes factors from reaching statistical signif-
icance. This claim is supported by the decreasing t-stats of all other factors in the short-term regression 
that are highly significant in the long-term regression. Overall, when comparing the results of the long-
term regression with those of its short-term counterpart, the outcomes are relatively consistent for 
most factors. The value government and the currency G10 factor show results with flipped signs but 
those of the long-term regressions are found to be more representative as levels of significance are 
above or close to the 95% boundary while those from the short-term results are not significant.  

With its almost significant negative loading, the currency G10 factor is the only one that delivers unex-
pected results and was hence analyzed in further detail. The manager reported that his fund is always 
exposed to the Japanese Yen. The negative coefficient of the currency G10 factor could result from the 
factor portfolio being short in the Japanese Yen more often than being long in that currency. A deeper 
analysis shows that the Japanese Yen is bought 39 times more often than it is sold in the factor portfolio 
over the sample period. Nevertheless, to further investigate whether exposure to the Japanese Yen 
causes the negative coefficient, the attribution analysis is repeated with a new currency G10 factor 
that follows the same methodology as the old factor but always includes the Japanese Yen as part of 
the long leg of the portfolio. The new currency G10 factor has a negative loading of -0.15 at a highly 
significant t-stat of -3.31.5 To further check these counterintuitive results, the currency G10 factor is 
replaced by a long position in the Japanese Yen and another regression over the long sample period is 
executed. The results of the regression (coefficient: -0.00, t-stat: -0.02) show that a long position in the 
Japanese Yen cannot uncover the source of returns for the fund.6 As a result, the manager appears to 
act contrary to the currency G10 factor though it is constructed according to his statements in the 
interview. 

 
4 The results of this additional analysis can be made available by the authors on request. 
5 The full results of this additional analysis can be made available by the authors on request. 
6 The full results of this additional analysis can be made available by the authors on request. 
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The following illustration shows the yearly return contributions of all factors that are found to be sig-
nificant in the analysis. Same as before, two separate graphs for the different time horizons due to the 
limited availability of the value corporate factor are created. 

 

Figure 4: Performance Attribution January 2004 - November 2020 
Source: Own illustration. 

 

Figure 5: Performance Attribution June 2017 - October 2020 
Source: Own illustration 
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Both graphs demonstrate that exposure to market risk explains the largest portion of returns. In both 
time horizons, a portion between 6% and 8% of the fund’s returns can be attributed to defensive fac-
tors. As discussed before, the long-term results for the currency G10 and the value government factor 
are assessed to be more representative. In comparison to the other factors, the value corporate factor 
has a high contribution to the fund’s returns of 0.62% p.a. An unexplained remainder of 2.11% is left 
in the long-term analysis, which increases to 2.58% in the short term that can be evaluated as the 
manager’s alpha. Its t-stat from the long-term regression analysis shows, that this alpha is statistically 
significant. 

9 Discussion of Results 
The discussion section of this paper critically reflects the methodology and results of the exemplary 
performance attribution. More general remarks and implications can be found in the conclusion. 

The results, that roughly half of the fund’s returns can be attributed to factors and 75% of the returns’ 
variance can be explained by the attribution analysis demonstrate that factors are an important source 
of returns for the selected fund. However, the unexplained remainder of 2.11% that can be interpreted 
as the manager’s alpha seems relatively high but is thought to be plausible. Mr. Leaviss talks about 
macroeconomic trends the most in the interview when he refers to his investment style. Though pre-
sumably important for the return generation, a factor for macroeconomic trends was not included in 
the analysis because such trends are impossible to capture with factor portfolios – especially because 
they change over time. Another reason why the manager’s alpha is relatively high could be that as a 
consequence of avoiding p-hacking not enough factors were included in the analysis. In other words, 
the remainder of the performance attribution could still comprise factor returns and the true alpha of 
the manager is smaller. This could also be caused by an inadequate construction of the factor portfo-
lios. As outlined at the end of the literature review in section 2, various ways of building exposure to 
factor returns exist. If the fund manager implemented styles in his fund that are not captured by the 
here constructed factor portfolios, these style returns would wrongfully be attributed to his alpha con-
tribution. Another reason why the true alpha of the manager may be smaller is that the analysis mostly 
relied on the statements made by the fund manager in the interview. Such interviews are imprecise 
by nature so relevant factors may have been overlooked. Also, the manager has adverse incentives not 
to share very profitable systematic trading strategies which may also cause imperfections in the anal-
ysis. For example, it is questionable why he has negative exposure to a currency factor that was built 
according to how he claims to invest. Moreover, it can be questioned whether the whole unexplained 
part of the model can fully be interpreted as the manager’s alpha. Such models always contain random 
components that can alter the results of the analysis. However, as the residual of the analysis across 
two different time horizons is relatively similar in size and statistically significant for the longer period, 
it is unlikely that the large residual is caused solely by chance. 
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Though the methodology of this paper follows a strict literature-based approach, it has some short-
comings that must be addressed to see the results in the right light. First, correlations among factors 
have to be kept in mind when evaluating the results of the performance attribution. The resulting 
interchangeability of factors may alter and distort the results. This is especially relevant for the defen-
sive factors and the government value factor. However, as most factors are loosely correlated, the 
decision to construct separate factors for government and corporate bonds is defensible. Also, further 
regressions with different settings that exclude one or more correlated factors were carried out to 
investigate this issue. The results of that analysis show that though some factors overlap, the overall 
results of the analysis remain largely unaffected by the cross correlations of factors.7 Second, the lim-
ited availability of data caused compromises in the construction of both value factors. Though more 
data would have made factors more robust, the compromises should not influence the general factor 
performance. Third, the reliability of the corporate defensive factor has to be questioned as the data 
it is based on had to be adjusted because some values were unrealistic. The adjustments are thought 
not to alter the factor too much because they had to be made for 2 out of 16 years – so almost 90% of 
the data used for this factor is unadjusted. Fourth, the neglection of transaction costs, market frictions, 
and other generalizations is unrealistic from a practical standpoint. Despite their shortcomings, the 
neglections are made as they make the portfolio construction simpler. Also, as the performance is 
evaluated with regards to the fund’s loading on the factors, the inclusion of costs should not have a 
strong influence on the results of the analysis. Fifth, the fact that the value and currency factors are 
constructed to be self-financing portfolios while the defensive factors comprise directional market ex-
posure, makes a comparison of factors difficult and ambiguous. However, if the defensive portfolios 
were implemented as self-financing portfolios, the portfolio would be less realistic from a practicability 
standpoint.  

Having these limitations in mind, the whole outcome of this paper can be evaluated more critically. 
Some factors in the analysis are somewhat close to being statistically significant and/or are argued to 
play a role based on additional breakdowns. Following Harvey et al. (2016) who advocate higher 
boundaries for statistical significance when it comes to evaluating factors, the results of the attribution 
analysis could have been evaluated more strictly. This means that with the shortcomings of the factors 
in mind, the criteria to assess significance of a factor could have been increased to avoid the wrong 
classification of factors that are not relevant for the return contribution. However, the deficits of the 
analysis can be well-justified and should only cause minor distortions in the results. As the performance 
attribution is only executed exemplarily, the fundamental insights of the analysis are more important 
than its granular errors. 

 
7 The full results of this additional analysis can be made available by the authors on request. 
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10 Conclusion 
Before concluding, let us return to Jim Leaviss, the fund manager of the exemplarily selected fund. 
Even if his performance can be explained in some parts by factors, this does not weaken his accom-
plishments as a portfolio manager. His ability to successfully stick to his strategies over a time horizon 
of more than 20 years is impressive. This research is meant to contribute to the growing discussion on 
factors in fixed-income and the literature on measuring alpha. It is not meant to disparage Jim Leaviss’ 
skill as an investor or person. 

Overall, the paper demonstrates that a factor decomposition of mutual fund returns can not only be 
executed for publicly well-known managers but can also be implemented following a structured fund-
selection approach for the analysis. The returns of the chosen fund are found to be partly attributable 
to general market exposure as well as defensive and value investments. After deducting exposure to 
systematic investment strategies, the performance attribution leaves a statistically significant remain-
der of 2.11% p.a. that can be interpreted as the manager’s alpha. This shows that while factors are 
relevant for the return generation of the fund, the manager still contributes a significant idiosyncratic 
share to the performance. However, given that the analysis is largely based on an interview with the 
fund manager and some of the results are contrary to his statements, the results have to be interpreted 
with caution. 

For future research, considering solely the results of the exemplary performance attribution, more 
research should be undertaken to ensure that all relevant factors of the manager’s investment style 
are covered and correctly implemented in the analysis. In the bigger picture, this paper delivers further 
evidence that exposure to factors should be granted more attention by investors and scholars alike. 
Similar to other papers in this field of research, it demonstrates that factors are an important driver of 
returns. Furthermore, the tools and insights developed in this paper can be used by practitioners to 
improve asset allocations, performance measurement, and manager selection. But, given the limita-
tions of the qualitative interview-based methodology of this paper, follow-up works may also consider 
a more quantitative approach to verify the results from a different angle. 

Overall, future research and developments have to be awaited to address the influence of factors on 
return generation with certainty. So far, enough evidence exists to suggest that factors should at least 
not be neglected when evaluating managers or investments. However, no matter whether outperfor-
mance comes from alpha or exposure to factors, investors today face low expected returns across 
traditional asset classes. Given these obstacles, any additional sources of returns should be valued and 
appreciated. While historically the main way to outperform was via alpha or simply taking more risk, 
investors now have access to a variety of styles and return premia. This potentially allows for a larger 
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differentiation of investment styles across managers and multiple paths to long-term success for in-
vestors. Consequently, investors should revise performance measurement schemes and ensure that 
those still comply with the current investment environment. 
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Analysis of consumer preferences in Germany for 
attributes of fast moving consumer goods with a 
discrete choice experiment 

Abstract 
The markets for Fast Moving Consumer Goods (FMCG) in Germany are determined by demographic 

change, the COVID-19 pandemic and new developments in mobility demand. The current state of re-

search on consumer preferences indicates heterogeneous preference structures in the attributes for 

FMCG. While the perceived product quality and transaction costs strongly determine the willingness 

to pay for FMCG, it is important to examine the impact of other attributes such as production type and 

place of purchase on the willingness to pay. The main aim of this study is to estimate the willingness 

to pay for individual attributes of FMCG using a discrete choice experiment. The results confirm strong 

effects of product quality and transaction costs on willingness to pay. Sociodemographic factors such 

as age and housing situation also have a significant impact. The results contribute to insights in the 

literature and provide recommendations for retailers to adapt product portfolios to changing market 

conditions. The paper helps to specify the preference structures of consumer groups and to show the 

impact of socioeconomic variables on the willingness to pay for FMCG. This also enables a more precise 

assessment of inflationary effects. 

Keywords: consumer behaviour, fast moving consumer goods, choice experiment, willingness to pay 

1 Introduction 
The International Standard Industrial Classification (ISIC) defines Fast Moving Consumer Goods (FMCG) 

(United Nations, 2008) and divides them into the food and near-food segments. The food segment 

includes non-alcoholic and alcoholic beverages and tobacco products. Products such as toiletries, cos-

metics, detergents, cleaning agents, other hygiene products and pet supplies belong to the near-food 

segment (Kenton, 2021). Convenience products in the food sector are understood here to mean ready-

made products and meals such as preserves, frozen food, complete meals for the microwave, baking 
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mixes, instant pudding and pouch soups. These products are ready to eat and only need to be thawed 

or heated depending on their condition.  

Markets for FMCG are consumer packaged goods mainly for daily consumption that are bought at low 

prices and with a high inventory turnover (Kenton 2021). FMCG's food segment in Germany generates 

annual sales of over 200 billion euros, accounting for around 14% of total private consumer spending. 

Food products characterize the market for FMCG. The four largest groups Aldi, Schwartz, Rewe and 

Edeka account for around 70% of the market share, tendency towards further market concentration, 

reinforced by low margins (Henrich, 2019). In addition, there are two developments that are perma-

nently changing the market for FMCG in the food sector. First, the importance of online consumption 

is growing in this market segment, although it underperforms compared to other economies (Henrich, 

2019). However, the annual nominal growth rate of the entire FMCG market in the food sector is 

around 1.2% in 2021, well below the average value of the five previous years and shows growth po-

tential (Statista, 2021a: 4). FMCGs have low profit margins but account for more than half of all con-

sumer spending (Kenton, 2021). Second, organic food and regionally produced products are growing 

slowly but steadily. The market share of organic food doubled between 2006 and 2016 (Federal Envi-

ronment Agency, 2019) and has continued to grow since 2019 (Global Organic Trade Guide, 2019). 

Between 2015 and 2019, the annual growth rate was 8.3% (Market Research Reports, 2021). At around 

7.8%, the market share of organic FMCG is still far behind that of the conventional FMCG food segment. 

In particular, the vegetable and fruit segment is attractive to consumers with a total turnover of around 

€3.25 billion, which corresponds to 27.4% of the total market value (Market Research Reports, 2021). 

The market share for organic products in Germany is the largest in Europe at 11.4% of global organic 

sales, followed by France at 7.3% (Wunsch, 2020). Due to the increased importance of organic and 

vegetarian/vegan products as well as products without allergenic ingredients, it can be assumed that 

the importance of these market segments will continue to increase FMCG's market shares in the fu-

ture. These factors, e-commerce and increased consumer quality demands may lead to further 

changes in market share and influence the relative importance of FMCG attributes in the food sector 

(Bogomolova et al., 2019). In addition, the sophistication of FMCG markets can influence purchasing 

behaviour, brand loyalty and perception of marketing measures (Sundstroem, Hjelm-Lidholm, 2019; 

Buckinx, van den Poel, 2005; Zarantonello et al., 2013). 
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The markets for FMCG in Germany are traditionally characterized by a dynamic and highly competitive 

market environment as well as a fast turnover of goods and are bought and consumed at short inter-

vals (Henrich, 2019). The purchase is processed without any special information effort and at low trans-

action costs. The restrictions imposed by the COVID-19 pandemic are challenging the FMCG market. 

Across the German FMCG industry, sales increased between 2019 and 2020. At the beginning of the 

COVID-19 pandemic, private labels benefited first. Their share of sales increased from 74 to 77.5% 

during this period (Statista, 2022). FMCG sales in non-food retail in Germany have fallen significantly 

since 2018. Only online trade in this area has increased significantly since 2019, from 22.4 to 38.6 bil-

lion euros in 2021 (Statista, 2022). The use of FMCG is associated with a high consumption of resources 

due to the short sequence and regular purchasing activities in the entire value chain. Extensive distri-

bution costs are incurred for food and beverages in particular, which are associated with negative ex-

ternal environmental and climate impacts. In addition, there are changes in consumer preferences 

caused by restricted mobility in an aging society, digitization and increasing online shopping opportu-

nities (Ulbricht, Chervyakov 2015). 

The market for FMCG in Germany is with dynamic changes in the framework conditions, such as high 

market concentration and strong price pressure. However, the share of small consumer markets in 

demand coverage increased steadily since 2015 (Nielsen, 2018: 14). In 2019, rental of small shops in 

Germany has grown by 4.2 % (Boersenblatt, 2020). Since March 2021 revenues from retailers in Ger-

many are mainly above the same month of the previous year (Destatis 2022a). Particularly, the food 

sector has slightly decreased between January 2021 and 2022 (Destatis 2022b). The market share of 

drug stores has slightly increased since 2018 except 2020 with a decrease of 0.5 % compared to 2019. 

Discounter show a decrease of market share from 44 % in 2019 to 42.2 % in 2021, whereas market 

shares of full-range provider increased during the same period (Lebensmittel Zeitung 2022). 

Manufacturing and production types influence product characteristics such as regionality and supply 

chains due to the growing awareness of sustainability. Both attributes have an increasing impact on 

purchasing decisions (Angelez-Martinez et al., 2018). This development on the FMCG markets illus-

trates the increasing competitive pressure. Solutions to address these problems require a better un-

derstanding of consumer behavior. The aim of this study is to examine the effects of the various market 

changes for FMCG on the consumer preference structures for the properties of FMCG. To achieve this 

goal, we approach the method of discrete choice experiments (DCE) to examine the willingness to pay 

(WTP) for certain product properties. In addition, this approach enables the classification of social and 
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economic effects of purchasing behavior. A deeper knowledge of individual preference structures for 

these goods is crucial for the design of appropriate policies by local government and for the provision 

of better infrastructure. Further knowledge of consumer preferences enables companies in the supply 

chain to more efficiently absorb the WTP of selected target groups for individual attributes of FMCG 

and convert these financial resources into investments in marketing and innovation. 

In this paper we first, discuss the relevant literature on FMCG markets and derive the attributes of 

FMCG for the empirical analysis in section 2. To determine the individual preference structure, we 

explain in Section 3 the DCE and the experimental design for determining the marginal WTP for 

changes in selected product properties of convenience products. In addition, the influences of socio-

economic determinants such as consumer behavior and demographic data on the WTP are analyzed. 

In Section 4 we discuss the results of a conditional logit model and a mixed logit model including the 

WTP estimates. Finally, various implications, recommendations, limitations and conclusions are part 

of Section 5. 

2 Markets and preferences for FMCG 
Changes in market shares from different sales locations, such as discounters, drugstores, hypermarkets 

and supermarkets, can have an impact on consumer behaviour if the shopping environment influences 

buying behaviour (Nierobisch et al., 2017). In addition, there are increasing expectations from consum-

ers about sustainable value chains and food compatibility (Siegfried, Zhang, 2021). Regionally sourced 

FMCG can thus become a purchasing-relevant feature that influences the cost structure of manufac-

turers and retailers (Angelez-Martinez et al., 2018). Younger generations may have a higher WTP for 

organic food and less packaging waste (Kamenidou et al., 2020). Moreover, Krystallis and Chryssohoidis 

(2005) point out different correlations between income and preferences for organic food. 

Various factors drive consumer behaviour in FMCG markets such as frequency, novelty and sustaina-

bility of purchases, gender, brand value, social environment and customer loyalty. Bogomolova et al. 

(2019) note that there is little opportunity to increase consumer inventories and point to the need for 

ongoing marketing activities to increase the proportion of first-time buyers in the FMCG market seg-

ment, which accounts for around 5% of the items in the shopping cart. The individual perception of 

the shopping atmosphere and socio-demographic variables such as age, gender and income have a 

significant influence on purchasing behaviour (Nierobisch et al. 2017). Consumers react differently to 
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price changes. This determines the development of FMCG's market shares. Bogetic et al. (2016) ana-

lysed shoppers' preferences for store size and found that affordable prices and close proximity ranked 

highest among several other attributes. In addition to the distance the consumer travels to the store, 

the distance the food has travelled also determines FMCG purchasing behaviour. Grebitus et al. (2013) 

found a decreasing WTP with distance travelled. This indicates a preference for local food production. 

The variables brand loyalty, brand association and perceived quality have a significant impact on brand 

value (Mohan, Sequeira, 2015). The authors point to empirical evidence for the multidimensionality of 

brand equity in the FMCG markets for body wash, dry linen and packaged tea in India. The place of 

purchase is thus a determinant of consumer behaviour and WTP for FMCG. In addition, the brand ex-

perience in the flagship store has a strong influence on brand loyalty. The attributes of price, trust, 

brand name and perceived quality have a positive impact on FMCG purchases (Omoregbe and Ogbeide 

2013). Klein and Schmitz (2016) analyse the cross-format shopping behaviour of consumers in FMCG 

shopping. Their results illustrate the perceived status of the attributes of price, product and service 

quality, and store proximity, which differ between consumers' cross-format shopping patterns. In ad-

dition, price sensitivity dominates in cross-format shopping patterns. Improving existing business mod-

els with data on consumer expectations of certain product properties requires suitable empirical mod-

els. 

The results of empirical research on FMCG illustrate different determinants of preferences for the at-

tributes product quality, regional or organic production, place of purchase, distance and price. In ad-

dition, some sociodemographic determinants such as age and household income appear to have 

strong influences on individual WTP for FMCG. For our study design, it can be stated that the influences 

of the product attributes quality, regionality, sustainability, place of purchase and purchasing costs in 

the form of distance and price, which have been examined in previous research, have significant influ-

ences on the preference structure and purchasing behaviour. This data on the stated preferences for 

individual features of FMCG is useful for marketing measures to convert these preferences into com-

pany revenues. For further investigation, we formulate the following research questions on the inter-

actions between individual characteristics, sociodemographic variables and the WTP based on litera-

ture findings: 

1. How much are consumers willing to pay for individual attributes of FMCG such as product quality,

type of store, regionality and distance to the point of purchase?
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2. What are the correlations between socio-demographic variables and the WTP for individual attrib-

utes of the FMCG examined?

3. Does the perceived importance of local and organic products correspond to an additional WTP for

local and environmentally friendly FMCG?

Socio-demographic parameters, market conditions and physical conditions are major factors influenc-

ing purchasing decisions. The current market size and the relatively low growth rates indicate further 

expansion potential. The main goals of this work are to estimate the WTP for certain attributes of 

selected FMCG and to identify the sociodemographic determinants of the preference structure. To test 

our hypothesis, we empirically examine the role of the attributes product quality, production type, 

accessibility, distance and price changes on the consumer purchasing process in FMCG markets using 

findings from the literature. The insights are needed to estimate the WTP for individual attributes and 

to support the transformation of revealed preferences for individual attributes into efficiencies in mar-

keting. 

3 Research model developments 
DCEs are a widely used method to determine individual preferences for individual attributes. This 

method can be used to estimate the WTP for individual attributes of the product or service under study 

in hypothetical market situations. In addition, sociodemographic determinants of these values can be 

estimated. The main feature of DCEs is the breakdown of a product into individual attributes such as 

quality, types of ingredients, factors used in the production process, etc. To estimate marginal WTP, a 

monetary attribute such as cost or price is needed for individual attributes. Each attribute is specified 

at two or more different levels. 

3.1 DCE Design 
To create a hypothetical market situation, the DCE consists of two options that the respondent can 

select. Each option presents the product's attributes with randomly selected layers. In addition, a non-

purchase option, also called an opt-out, can be used to account for non-purchase behaviour in hypo-

thetical markets (Hensher et al. 2005, Campbell, Erdem, 2019). The profile of the attributes and levels 

results from the given conditions, e.g., the availability of purchase location and quality standards. We 

presented respondents with the attributes and levels using a predefined number of choice cards. Each 

choice card represents two or more product variations with the same attributes and with different 



122 Rommel, Kai; Sagebiel, Julian 

RJAM, 3. (2022), Nr. 1, S. 116-142 

variations of the corresponding level. In an iterative process, the respondents selected the preferred 

alternative from given object configurations. The DCE is embedded in a standardized online question-

naire on attitudes towards FMCG and socio-demographic issues. The online survey was conducted in 

2015 with respondents living in Germany. The respondents were specifically recruited by the market 

research institute konkret. 

3.2 Attribute Selection 
Each of the 407 respondents selected ten consecutive situations with a total of 4,070 choices. Using a 

DCE creates a hypothetical market for FMCG. This allows the estimation of the marginal WTP for indi-

vidual attributes based on the different choices related to the corresponding prices of each option. 

The defined attributes presented in Table 1 reflect the results of the literature review in Section 2 and 

are considered relevant for consumer decisions. The first attribute, Product Quality, takes into account 

the perceived product quality based on the items used by Dodds et al. (1991) and the results of Bo-

gomolova (2019) and Mohan and Sequeira (2015) and is confirmed by our own results of the question-

naire. Price and quality of durable goods play a major role for 45 to 55% of consumers. The proportion 

of consumers who care most about quality has increased over the years to 55% in 2019 (GfK 2019). 

The results of Dodds et al. (1991) indicate a strong correlation between price and quality. Therefore, 

in our study, we chose price and quality as two separate attributes. In addition, the type of provider 

determines the perceived quality; private labels and manufacturer brands are evaluated differently in 

Germany (HDE 2020). The quality attribute has the levels: premium, high-grade, standard, convenience 

and no-name product. Premium represents the highest quality level and no-name products the lowest 

level. No-name brands are not associated with high or average quality. The three levels in between 

represent gradations between the highest and the lowest level. 

The second attribute, “Regional vs. organic production”, is dichotomous and clarifies the assumption 

that this attribute leads to a perceived increase in utility (Angelez-Martinez et al., 2018, Bogomolova 

et al., 2019). Retailers see regionality and organic food as the most important trends in the FMCG 

markets (Lebensmittelzeitung 2020). We have therefore combined these two attributes in order not 

to overload the choice cards as the DCE's focus is on FMCG quality and delivery. For the third attribute, 

accessibility options, we used the results of a previous online survey of purchase frequency across 

different types of vendors: home delivery, available in retail stores, parcel collection stations, mobile 

shops, and malls. Attribute number four defines the "distance from store to home". The willingness to 
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drive to the place of purchase differs in relation to the driving distance. Around 34% of consumers 

prefer distances to the place of purchase of 10 km or less (Statista 2021b). To examine this distance 

more closely for heterogeneity, we use the following levels: very small (about 0 kilometres), 0.5 kilo-

metres, less than 3 kilometres and 3 or more kilometres. This classification is based on findings in the 

literature such as Bogetić et al. (2016) and Grebitus et al. (2013) assumes a negative correlation be-

tween benefit and distance from business to place of residence. The level 0 kilometres means a very 

short distance between the consumer's destination and the point of purchase, for example in multi-

family houses with shopping facilities. The final attribute, Price Increase Percentage, has levels of plus 

30%, plus 20%, plus 10%, 0%, and minus 10%. The price attribute is standard in DCE and is required for 

calculating the marginal WTP for individual attributes in relation to a predefined standard product de-

sign. Other studies, such as You and Choi (2022) and Vecchi et al. (2022) use price differentiations in 

the range of plus and minus 25% (You, Chen, 2022) or in multiple intervals of 5%. 

Table 1: Attributes and levels 

Attribute Levels 

Product Quality (Pqual) Premium, High Grade, Standard, Convenient, Original 
Brands/No-Name 

Regional or Ecological 
Production (Prod) Yes, No 

Access Options (Acop) 
Home delivery, Available in store (super market, to-go store), 
Package pick-up station, Mobile store (grocery cart on wheels), 
Shopping centre 

Distance from Store to 
Home (Dist) 0 km, 0.5 km, < 3 km, > 3 km 

Price Increase in % (in-
cluding delivery) (Pinc) + 30%, + 20%, +10%, 0%, -10%

A choice card consists of two generic alternatives and a no-purchase option. The generic alternatives 

were described with the help of attributes and differ in the characteristics of their attributes (Table 2). 
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Table 2: Choice Example 

Attribute Product A Product B No purchase 

Product Quality High Grade Standard 

Regional or Ecological Produc-
tion Yes No 

Access Options Shopping centre 
Available in store 
(supermarket) 

Distance from Store to Home 0 km < 3 km 

Price Increase in % (including 
delivery) 

10 % 10 % 

I choose 

The statistical design of the DCE, i.e., the arrangement of the attributes and expressions in the respec-

tive alternatives, was created with the software package NGene (ChoiceMetrics, 2012). For this pur-

pose, we have chosen a so-called efficient design that minimizes the standard errors of the parameters 

to be estimated for a multinational logit model (d-efficiency criterion) (Rose and Bliemer, 2008). The 

weightings of the individual feature levels used here were derived from the results of our own online 

survey as well as from the literature analysis and the available statistics. The priors8 were selected 

based on the results of a preliminary study conducted in September 2014 with 100 respondents. We 

excluded implausible combinations and dominant alternatives. Table 2 shows an example of a choice 

situation. The levels in the Product A and B columns were randomly selected from the defined attrib-

utes. 

3.3 Model Description 
The respondents are assumed to maximize utility, and each alternative 𝑖 can be represented in a utility 

function𝑈𝑖9.  

8 A Prior is the expected value of a parameter. These values are necessary in non-linear models to calculate 
the variance-covariance matrix and to minimize diagonal elements. 

9 In economic theory, a utility function is a function that assigns numerical values to different bundles of 
goods. Utility functions merely order different bundles of good by its attractiveness. The utility function can 
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Ui = Aiβ+ ϵi = Vi + ϵi (1) 

where Ai is a vector with the attribute levels in alternative 𝑖 (𝑎1𝑖, 𝑎2𝑖… ), and β is a vector of associated 

parameters, interpreted as utility weights. The term ϵ𝑖  is a random component that captures all effects 

on utility that cannot be described by observed variables. The observed part of utility 𝐴𝑖𝛽 is denoted 

as 𝑉𝑖. In the random utility model, the respondent chooses the alternative with highest utility. The 

assumption that the 𝜖𝑖 are identically and independently distributed (iid) and follow an extreme value 

Type I distribution leads to the conditional logit model (McFadden, 1974). 𝑃𝑟𝑜𝑏(𝑗) =  exp𝑉𝑗∑ exp𝑉𝑖𝑛i=1  (2) 

Equation 2 shows the probability to choose alternative 𝑗, conditional on Aiβ. This non-linear expression 

of probabilities has two main alternatives: firstly, the probability is always between zero and one. Sec-

ondly, marginal effects of attribute changes on the choice probability are not constant, providing a 

more realistic shape of consumer behaviour. Using the maximum likelihood method (Train, 2008), the 

parameters β can be estimated. The maximum likelihood values are those where the estimated prob-

abilities are closest to the actual choices. 

In our theoretical model of choice, we assume that total utility from a FMCG is the sum of the utilities 

from each attribute plus a constant utility. For example, the utility for a FMCG can be written as: 𝑈𝐹𝑀𝐶𝐺 = 𝛽𝑛 + 𝛽1𝑃𝑞𝑢𝑎𝑙 + 𝛽2𝑃𝑟𝑜𝑑 + 𝛽3𝐴𝑐𝑜𝑝 +  𝛽4𝐷𝑖𝑠𝑡 + 𝛽5𝑃𝑖𝑛𝑐 + 𝜖𝑖 (3) 

where 𝑈𝐹𝑀𝐶𝐺  represents utility a respondent receives from this specific configuration of the FMCG, 𝛽𝑛 

represents the utility increase or decrease of a FMCG in its base configuration compared to no con-

sumption, and the remaining 𝛽 parameters represent the utility derived from the corresponding at-

tributes. For each option presented in the choice set, the respondent chooses the option that provides 

the highest level of utility. To increase the number of observations, each respondent was asked to 

make this choice ten times with different values of the attributes. 

take various functional forms, but the most commonly used one is a linear-in-attributes specification (Train, 
2008: 200). 
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Discrete choice regression models can be used to analyze the data (McFadden, 1974). The choice made 

by respondents serves as the dependent variable and the attribute levels are the independent varia-

bles used to explain the choice. The logit model is used to model choice probabilities, which in its 

simplest formulation as a conditional logit model provides the following formulation. 𝑃𝑟𝑜𝑏(𝑐ℎ𝑜𝑜𝑠𝑒 𝐹𝑀𝐶𝐺) = 𝑒𝑥𝑝(𝑈𝐹𝑀𝐶𝐺) ∑(exp (𝑈𝑖)⁄  (4) 

where i = (1,2,0) is an index for the different options A (1), B (2) and no option (0). 

The β parameters can be estimated using the maximum likelihood method. The estimated parameters 

can then be transformed into WTP values by dividing the parameters for the non-cost attributes and 

vehicle type by the cost attribute parameter. The WTP is the marginal rate of substitution between the 

attributes and the additional costs, and reflects the maximum amount a respondent is willing to pay 

for a one-unit increase in an attribute. Since different people are expected to have different prefer-

ences (the assumption in the conditional logit model are homogeneous preferences), we extend the 

model to a mixed logit model, which allows us to study preference heterogeneity.10 

4 Results 
This section presents the results of the descriptive part of the questionnaire on the one hand and the 

results of the model estimation and the WTP calculation on the other. Based on the results of the 

literature review in Section 2, we included the relevant socioeconomic determinants in the analysis. 

4.1 Personal data 
Almost 80% of those surveyed stated that they separate waste very often or often, and over 62% avoid 

waste. At around 72%, consumers visit discounters most frequently to buy FMCG. Around 57% buy 

FMCG in large supermarkets and 48% buy very often or often in small supermarkets. Smaller grocery 

stores and weekly markets are visited very often or often much less frequently at around 14% or 23%, 

whereas more than 36% shop very often or often in specialist shops. Table 3 illustrates the descriptive 

results of the interviews. 

10 For the sake of brevity, the authors will not explain the statistical model and estimation procedure in detail. Instead, the 
authors refer the reader to Hensher et al. (2014) for a general explanation of DCEs and estimation. 
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Table 3: Personal data 

Variable Mean S. D.

Household member 2.2 1.2 

Female = 46.2%, male = 53.8% 

Age 46.2 85.5 

Available net income per month: 
< 1,000€ = 11.2%, 1,000 – < 2,000€ = 24.6%, 2,000 - < 3,000€ = 28.6%, 
3,000 - < 4,000€ = 18.7%, 4,000 - < 5,000€ = 9.0%, ≥ 5,000€ = 8.1% 

Expenditure basic needs: 
< 750€ = 34.2%, 750 – < 1,500€ = 31.8%, 1,500 - < 2,500€ = 5.8%, 2,500 - < 3,500€ = 1.1%, ≥ 3,500€ 
= 0.6% 

The characteristic of fresh food is the most important, with around 87.5% indicating a high or very high 

preference, followed by the characteristic of food quality with around 81.5% (Table 4). In addition, 

regional products are important or very important for the majority (around 57%). A low price is im-

portant for around 62%. 49.5% have a high preference for fair trade FMCG and around 36% indicated 

a high importance for organic food. 

Table 4: Attitudes towards features of FMCG 
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Consumers rate premium quality as low at 26.2%. 77% of those surveyed indicated a high preference 

for a wide range of products and good accessibility. Temporal flexibility is important for 68.3%. More 

than 94% of respondents buy FMCG at least once a week. 33% of respondents buy FMCG online some-

times, often or very often. The share of online shopping in Germany in total sales rose from 8.0% in 

2017 to around 11.2% in 2021 (Online Monitor 2018, 2022). Other features of the questionnaire are: 

fair trade, free from additives, convenience and longevity. The reported importance for these attrib-

utes is between 36 and around 58%. 

4.2 Model results 
We estimated the models using the statistical software Stata and the user-written command mixlogit 

(Hole, 2007a). In order to model the observed preference heterogeneity, interaction terms with the 

sociodemographic variables and the constant were formed. The constant measures the impact of the 

"Don't Buy" option and reflects the attractiveness of the alternatives compared to the option of not 

buying either product. The total share of the non-call option is 33.2%. The interactions then provide 

information about the extent to which the sociodemographic variables have an influence on attrac-

tiveness. The two attributes product quality and access options were dummy-coded, i.e., a new varia-

ble was created for each attribute that takes the value 1 if the attribute is named in the alternative and 

otherwise has the value zero. One category serves as a reference, the parameter values of the other 

categories are to be interpreted in relation to the reference. A positive parameter value means that 

the benefit of the product with this characteristic is higher than the benefit of the reference category, 

ceteris paribus. The characteristic curve that achieves the lowest benefit was selected as a reference. 

Thus, the parameters estimated in the model for the other terms are positive, i.e., they represent im-

provements that make interpretation easier. The regional/organic dichotomous variable takes on the 

value 1 if the product is regional/organic. A positive parameter value then implies a positive effect of 

a regional/organic product on the utility value. Since none of the expressions are relevant for the non-

purchase alternative, the values here were coded as -1. Thus, the constant can be estimated without 

distortion. The attributes of distance and price premium were included linearly in the utility function. 

In this case, a negative parameter means that greater distances and price premiums have a negative 

impact on the utility. Since not all decision-relevant variables can often be queried in surveys, models 

that depict unobserved preference heterogeneity via correlation structures of the confounding varia-

bles are often used to evaluate DCE (Sagebiel, 2011; Train, 2008).  
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Since the existence of unobserved preference heterogeneity cannot be ruled out in this study either, 

we estimated several models that explicitly model preference heterogeneity. With the mixed logit 

model, we assume that the parameters of the attributes are normally distributed. That is, we assume 

that preferences within our sample are normally distributed. The estimated parameters are the mean 

and standard deviation of this normal distribution. A high significant standard deviation implies the 

presence of unobserved preference heterogeneity. Table 4 shows the results of the conditional logit 

model (without unobserved preference heterogeneity) and the mixed logit model with parametric 

preference heterogeneity. In both the conditional logit model (column 2 in Table 4) and the mixed logit 

model (columns 3 and 4 in Table 5), all coefficients are significant at least at the 10% level. The constant 

has a positive sign in both models, which means that the respondents would tend not to buy either 

product. However, the value of the constant depends on the coding of the attributes and is therefore 

not interpretable per se. 

Table 5: Results of the Conditional Logit and the Mixed Logit model 

Conditional Logit Mixed Logit 

Mean Standard Dev. 

Interactions 

Constants 4.220*** 4.300*** 

(8.65) (7.45) 

Gender (1= Male) -0.350*** -0.554**

(-4.94) (-2.39) 

Age 0.0117*** 0.0169** 

(5.95) (2.57) 

Rent -0.433*** -0.670***

(-5.68) (-2.66) 

Income -0.0315*** -0.0563*

(-3.06) (-1.73) 

Product Quality (Reference: Convenient) 

Premium 0.375*** 0.463*** 0.435*** 
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(4.55) (4.44) (3.18) 

High Grade 0.558*** 0.705*** 0.490*** 

(6.55) (6.62) (4.02) 

Standard 0.271*** 0.346*** 0.109 

(3.18) (3.49) (0.49) 

Original Brand 0.377*** 0.426*** 0.384*** 

(4.71) (4.35) (2.84) 

Access Options (Reference: Pick-up Station) 

Home Delivery 0.508*** 0.513*** 0.630*** 

(5.03) (4.06) (4.03) 

Available in store/Supermarket 0.743*** 0.969*** 0.556*** 

(9.65) (9.82) (6.13) 

Mobile Store 0.271*** 0.216** 0.628*** 

(3.77) (2.33) (6.42) 

Shopping Centre 0.485*** 0.523*** 0.774*** 

(6.26) (5.11) (7.94) 

Regional/Ecological 0.337*** 0.360*** 0.706*** 

(6.83) (5.09) (9.54) 

Distance -0.0675*** -0.113*** 0.143*** 

(-3.26) (-4.26) (2.58) 

Price Increase -0.415*** -0.554***

(-20.90) (-20.37) 

Respondents 407 407 χ2 685.4 862.5 

Log Likelihood (Null) -4471.4 -4128.6

Log Likelihood -4128.6 -3697.4

Values in Brackets, * p < 0.1; ** p < 0.05; *** p < 0.01 

Chi Square value: p < 0.01 
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A positive sign means that respondents would not buy either of the two products if both products tend 

to have negative characteristic values. This (non-purchase) effect is weaker for male participants, who 

are younger, rent their homes and have higher incomes. The dummy coded attribute Product Quality 

has the phrase Convenient as a reference. The positive signs of the other attributes indicate that con-

venience products are the least useful. The attribute quality (β=0.558) offers the highest benefit, fol-

lowed by Private Label (β=0.377) and Premium (β=0.375) and finally Standard (β=0.271). All standard 

deviations of the terms other than Standard were significant and similar to the mean, indicating high 

preference heterogeneity.  

The attribute Access Option had the expression Time-independent Packing Station as a reference cat-

egory. The positive coefficients mean that the other terms give more utility than the reference. Re-

spondents were most likely to shop at a grocery store or supermarket (β=0.743). Next best options are 

home delivery (β=0.508) and mall (β=0.485), followed by mobile delivery (β=0.271). A time-independ-

ent packing station is the least preferred option. For this attribute, too, the high and significant stand-

ard deviations indicate preference heterogeneity, partly to the effect that the sign of the coefficient is 

reversed for some respondents. The standard deviations are above the mean for the attributes shop-

ping center and mobile supply in particular; Some respondents would prefer a packing station that is 

not dependent on time to a mobile supply and shopping center. The coefficient of the attribute Re-

gional/Organic is significant and positive. The corresponding standard deviation is also significant and 

relatively high. Therefore, the majority of respondents prefer to buy those products, but this is not the 

case for all. The distance also plays a role. Respondents prefer shorter distances, but the significant 

but rather low standard deviation suggests that distance is not relevant for some respondents. 

As expected, the price premium is significant and negative. Therefore, respondents prefer to buy prod-

ucts at a lower price, all things being equal (Bogetić et al., 2016). Overall, the results indicate that high 

product quality generates the highest benefit and convenience products the lowest benefit. The re-

spondents prefer to shop in grocery stores or supermarkets and most respondents prefer to buy re-

gional or ecological products. To answer our first research question, it makes sense to calculate the 

WTP values for each attribute. This is the marginal rate of substitution between an attribute and its 

price. In other words, it is the monetary value for an improvement in a quality that the respondent is 

willing to pay without being made worse off or better off. We calculate the WTP by dividing the attrib-

ute coefficient by the price coefficient. In this DCE, the price is the percentage increase (decrease) of 
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the current price. Therefore, we interpret the WTP values as percentage values. Table 6 shows the 

WTP values and confidence intervals for all attributes and characteristics. 

The confidence intervals were calculated using the method of Krinsky and Robb (1986, 1991), whose 

non-parametric approach to calculating the WTP has advantages over the more commonly used delta 

method (Hole, 2007b). The attributes that seem to have the biggest impact on WTP are access options 

and product quality. Respondents are willing to pay 13 % more for a high-quality product than for a 

convenience product. For deli standard and private label products, the additional WTP is between 6 

and 8 % compared to a convenience product. In addition, those surveyed are willing to pay almost 

18 % more when shopping in a supermarket than when buying at a packing station that is independent 

of the time. The WTP is about 9 % higher for home deliveries and malls. Those surveyed would pay 

almost 4 % more for mobile supply. The additional WTP for regional/organic products is 6.5 %. A dis-

tance of more than three kilometers results in a negative WTP of 8.2 %, i.e., respondents would pay 

this premium if they could purchase the product in their immediate vicinity. If one compares a non-

regional/organic convenience product that can be bought at a pick-up station more than three kilome-

ters from home with a regional/organic (6.5 %) high-quality product (12.7 %) in a shop or supermarket 

(17.5 %) in close proximity (8.2 %), the additional WTP is approximately 44.7 %. 

A retailer can therefore charge up to 45 % more for products with these characteristics. Price, product 

quality and easy availability are the strongest drivers for FMCG purchases, what corresponds with sev-

eral studies such as Bogetić et al. (2016), Mahalingam (2012), Klein, Schmitz (2016) and Pallavi, 

Shashidhar (2015). The non-buying effect shown in Table 5 indicates that younger, higher-income male 

renters tend to buy more FMCG. For this specific constellation, we can confirm that some socio-demo-

graphic variables determine the overall WTP for FMCG. In addition, high estimates for the coefficient 

of the attribute Regional/Organic indicate strong influences of this attribute on the WTP. The high 

importance of regional origin (approx. 67 %) underlines this status. Consumers reported an additional 

WTP for local and eco-friendly FMCG of 6.5 %. Compared to the WTP for all other attributes except 

mobile store, this value is relatively low. 
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Table 6: Willingness to Pay and confidence intervals 

WTP (%) Confidence Interval 

lower limit Upper limit 

Product Quality (Reference: Convenient) 

Premium 8.4 4.6 12.1 

High Grade 12.7 9.0 16.6 

Standard 6.3 2.9 9.6 

Original Brand 7.7 4.3 11.3 

Access Options (Reference: Pick-up Station) 

Home Delivery 9.3 4.8 14.3 

Available in store/Supermarket 17.5 14.2 21.3 

Mobile Store 3.9 0.8 7.3 

Shopping Centre 9.4 6.0 12.9 

Regional/Ecological 6.5 4.2 9.0 

Distance (from 0 to over 3km) -8.2 -12.0 -4.2

Confidence Interval calculated with the Krinsky & Robb Method 

5 Discussion and conclusion 
The conditional logit model and the mixed logit model show price awareness. In supermarkets and 

shopping centers, the preferences for availability are particularly high. Consumers are willing to pay 

extra for mobile shops, but at a relatively low level. The influences of sociodemographic variables are 

limited, but income, gender, and housing situation significantly affect FMCG consumption behavior, as 

shown in Table 4. Furthermore, attitudes towards the importance of regional and environmentally 

friendly products correspond to additional WTP for regional and environmentally friendly consumer 

goods, but at a relatively low level. With the start of the COVID-19 pandemic and restrictions in Ger-

many and other countries since March 2020, preferences for the properties examined have changed 

due to legal restrictions and fear of contagion. The purchase frequency in supermarkets and shops is 

still relatively high as long as food and beverages are exempt from access restrictions. Additionally, the 
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direct and indirect macroeconomic impacts of the COVID-19 pandemic have increased the pressure on 

retailers in FMCG markets to make structural changes.  

First, the federal government has put together an extensive financial aid package to avoid mass unem-

ployment and mass bankruptcies due to the restrictions imposed by the COVID-19 pandemic. In order 

to finance these investments, the government must increase the public debt. Combined with rising 

energy prices since 2020, this led to a rise in the consumer price index (CPI) of more than 5% in 2022 

(inflation.de 2022), compared to less than 0.5% before 2019. Second, global production and supply 

chains have has changed significantly for a variety of reasons, including rising resource prices due to 

scarcity and political instability in some regions. These changes result in additional costs and price vol-

atility (ET Brand Equity 2022). These impacts at the micro and macro levels, caused directly and indi-

rectly by the COVID-19 pandemic, have not changed the conditions in the FMCG markets but have 

reduced the opportunities for traders to innovate. Although the survey began ahead of the COVID-19 

pandemic, the results show that retailers are able to respond to additional market pressures in the 

form of fluctuating commodity prices and restricted market access. The intense growth of food and 

beverage delivery services since 2017, and especially since the COVID-19 pandemic, indicates a major 

shift in FMCG consumption patterns. As early as June 2020, around 40 % of consumers in Germany had 

reduced their purchases in stores and shopping centers. Around 22 % used online delivery services and 

more than 80 % will continue this behavior after the pandemic is over (PWC 2020). Around 88 % are 

satisfied with online consumption of food and beverages, leading to an increase in online retail market 

share from 0.8 % in 2015 to 1.4 % in 2020. The forecast for online groceries is around 10% by 2024. 

The results of our models, first show a strong preference for higher product quality over a convenient 

reference and for access options other than a pickup station. Second, the key demographic group of 

young male participants with higher incomes and higher rents is more likely to purchase FMCG with 

higher product quality and availability in supermarkets. This supports the results of Bogomolova et al. 

(2019) who point to the need to target younger and educated consumers. In addition, men with chil-

dren are a target group for discounters (Mintel 2021). Applying the results of our study to the specific 

situation of FMCG during the COVID-19 pandemic shows that mobile stores are of comparatively little 

importance. This makes it difficult to implement the necessary restrictions during pandemics, as many 

consumers prefer to buy in-store. Furthermore, high price sensitivity (Table 3) combined with a rela-

tively strong preference for proximity to purchase location (Table 4) may be enough to drive growth 
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rates of online food and beverage delivery services. Obviously the COVID-19 pandemic will be a multi-

plier for this effect. 

Here, too, the price segment of FMCG is decisive. Only in higher price segments does demand have 

high price elasticity and thus demand falls relatively sharply as a result of a price increase. The FMCG 

examined in this study are in the lower price segment with low price elasticity of demand (Huang et al. 

2017). The inflation rate in Germany has been over 7 % since April 2022, and the consumer price index 

(CPI) has risen by around 10% since the beginning of the year (Destatis 2022a). Household inflation 

expectations for the next twelve months point to an inflationary trend. Expected values of just over 

8 % (Beckmann, Schmidt 2022) show that private households have high expectations. From an eco-

nomic point of view, the expectation of rising inflation alone leads to an increasing demand for money 

with a corresponding inflationary effect. Losses from high inflation have a greater impact on the ex-

pected inflation rate than gains from inflationary effects. This applies in particular to consumer dura-

bles (Vogel et al. 2009). Inflation effects on FMCG buying behavior have implications for strategic mar-

keting. In the following section, we discuss appropriate combinations of attribute levels with the high-

est WTP. 

5.1 Strategic implications 
The results of the choice experiment show several significant effects of the attribute features com-

pared to the fixed reference. This heterogeneity, combined with the socio-economic characteristics of 

age and rent, reveals strategic potential for FMCG companies to optimize product design and access 

options. Certain combinations of attribute levels and socioeconomic variables significantly determine 

the WTP. Together with the results of related studies such as Bogomolova et al. (2019) several strategic 

implications for FMCG offerings are highlighted here. At 12.7 %, the WTP for the second highest level 

of the product quality attribute (high quality) is almost twice as high as the WTP for the next level 

(standard). These results are consistent with Sundstroem and Hjelm-Lidholm (2019). They recommend 

HR management to identify customer motivations and preferences for product attributes. Macroeco-

nomic conditions, especially inflation, reduce the remaining WTP for additional attributes such as 

higher quality and regional or organic production. This limited pricing flexibility requires constant study 

of consumer preferences and expectations to maximize the conversion of WTP to revenue. The addi-

tional WTP for organic or regional products is comparatively low at around 6.5 %, but with potential 

for marketing measures. Growing share of local businesses and products supported by the impact of 
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the COVID-19 pandemic; 23 % of consumers in Germany have been using local shops since the begin-

ning of 2020 and only 61 % of consumers are satisfied with the labeling of origin on products (Mintel 

2021).  

In agreement with the results of Angelez-Martinez et al. (2018), FMCG providers should market this 

attribute in combination with other highly preferred attributes. Some retailers in the FMCG market 

invest large sums annually, for example in TV advertising. In the group of retailers with the highest 

annual investments, only a few companies, such as Ferrero and Henkel, increased their investments 

between 2019 and 2021 (xadspoteffects 2019, 2021). This contrasts with the results of our study, 

which indicate potential for higher investment. When combining the attributes and levels described in 

Chapter 4, high-quality FMCG that are regionally or organically produced and available in close prox-

imity add up to almost 45 % additional WTP. Although there is some overlap in economic evaluation 

when each WTP value is accumulated, this additional sales per unit can be used to fund targeted mar-

keting to increase customer retention, product placement and frequency of purchase. Such financial 

measures are necessary to take advantage of the limited opportunities to expand the customer base 

(Bogomolova et al., 2019) and to create customer loyalty that is strongly determined by the attributes 

of price, perceived quality, trust and brand name. Around 71 % of companies invest 2 % of total sales 

in investments to increase customer loyalty. Customer attitudes towards brand loyalty have changed. 

In addition, the impact of the COVID-19 pandemic and the rising CPI increase the need for additional 

investments in customer and brand loyalty (Oszi 2021). In order to translate the results and findings 

into coherent measures, the following recommendations can be derived from the findings: 

1. Discounters and other retailers should intensify targeted marketing tools to increase brand loyalty

and awareness of quality branded and organic food. Despite the increasing share of the respective

market segments in Germany in recent years, the results show an additional WTP for these brands.

2. Targeted investments in supermarket locations in urban centers with a high proportion of young,

high-income tenants are successful in large cities. In medium-sized cities and rural areas, retailers

should take more risks when investing in these target groups outside of large cities. However, the

continued rise in CPI and related consumer expectations, discussed here, are worsening the invest-

ment climate.
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5.2 Limitations 
Our study shows a strong heterogeneity between the characteristics of selected FMCG in Germany. 

However, the results are subject to some limitations. First, although the study examined FMCG in gen-

eral, the authors cannot rule out heterogeneity within the FMCG group. Therefore, our results show 

the preference structure for FMCG in general, without distinguishing between FMCG groups such as 

food, drink, and durable goods. Further research should examine whether preference structures differ 

between FMCG groups. Second, additional socioeconomic parameters should be included in the choice 

experiment to test whether characteristics such as household size, living space structure, and diet style 

determine the WTP for selected attributes of FMCG. Third, the design of the choice experiment used 

in the study reflects specific buying situations. However, further applications of choice cards should 

include other attributes such as different labels for organic and regional production and distribution 

as well as travel costs to the point of sale. Furthermore, the study of consumer behavior in FMCG 

markets is driven by more than the maximum number of attributes and levels covered by choice ex-

periments.  

This limitation requires interdisciplinary approaches to identify psychological and institutional deter-

minants of consumer behavior in FMCG markets. Finally, the model results represent consumer pref-

erences in the study period 2015 and 2016. The results of our study underscore the increased vulner-

ability of the FMCG markets due to the COVID-19 pandemic and can be broadly compared to more 

recent studies as presented in Sections 4 and 5.1. However, recent developments in the COVID-19 

pandemic are associated with fundamental changes in consumer mobility, market access and the fi-

nancial strength of retailers. This requires a detailed study of the impact of these new conditions on 

the structure and persistence of consumer preferences for FMCG. 

Subjects 

The study meets the ISM rules approved by the German Research Foundation (DFG) to ensure good 

scientific practice. Before participating in the study, each test person was informed about the anony-

mous use of the data. 
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